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����:K\�$UOHTXLQ"

Arlequin is the French translation of "Arlecchino", a famous character of the Italian "Commedia dell’Arte". As a

character he has many aspects, but he has the ability to switch among them very easily according to its needs and to

necessities. This polymorphic ability is symbolized by his colorful costume, from which the Arlequin icon was

designed.

����$UOHTXLQ�SKLORVRSK\

The goal of Arlequin is to provide the average user in population genetics with quite a large set of methods and

statistical tests, in order to extract information on genetic and demographic features of a collection of population

samples.

The Java graphical interface has been improved and designed to allow the user to rapidly select the different analyses

he wants to perform on his data. We felt important to be able to explore the data, to analyze several times the same

data set from different perspectives, with different selected options.

The core routines that make all computing intensive tasks are in the executable arlecore.exe. This core program is

written in an “portable” C++ and recompiled for the different platforms. As a C++ compiler we used Borland C++

5.01 on Win/Intel, Code Warrior 4 on Mac OS/Power PC and gcc 2.7.2 on Linux/Intel. The graphical interface and

the core program exchange information through ASCII text files. The approach of separating the interface from the

core program seemed to us the best way to combine the speed of C++ and the portability of Java.

The statistical tests implemented in Arlequin have been chosen such as to minimize hidden assumptions and to be as

powerful as possible. Thus, they often take the form of either permutation tests or exact tests, with some exceptions.

Finally, we wanted Arlequin to be able to handle genetic data under many different forms, and to try to carry out the

same types of analyses irrespective of the format of the data.

Because Arlequin has a rich set of features and many options, it means that the user has to spend some time in

learning them. However, we hope that the learning curve will not be that steep.

Arlequin is made available free of charge, as long as we have enough local resources to support the development of

the program.

����$ERXW�WKLV�PDQXDO

The main purpose of this manual is to allow you to use Arlequin on your own, LQ�RUGHU�WR�OLPLW�DV�IDU�DV�SRVVLEOH�H�

PDLO�H[FKDQJH�ZLWK�XV.

In this manual, we have tried to provide a description of

1. the data types handled by Arlequin

2. the way these data should be formatted before the analyses

3. the graphical interface

4. the impact of different options on the computations

5. methodological outlines describing which computations are actually performed by Arlequin.
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Even though this manual contains the description of some theoretical aspects, it should not be considered as a

textbook in basic population genetics. :H�VWURQJO\�UHFRPPHQG�\RX�WR�FRQVXOW�WKH�RULJLQDO�UHIHUHQFHV�SURYLGHG

ZLWK�WKH�GHVFULSWLRQ�RI�D�JLYHQ�PHWKRG�LI�\RX�DUH�LQ�GRXEW�ZLWK�DQ\�DVSHFW�RI�WKH�DQDO\VLV.

����'DWD�W\SHV�KDQGOHG�E\�$U OHTXLQ

Arlequin can handle several types of data either in KDSORW\SLF or JHQRW\SLF form. The basic data types are:

• DNA sequences

• RFLP data

• Microsatellite data

• Standard data

• Allele frequency data

 By KDSORW\SLF�IRUP we mean that genetic data can be presented under the form of haplotypes (i.e. a combination of

alleles at one or more loci). This haplotypic form can result from the analyses of haploid genomes (mtDNA, Y

chromosome, prokaryotes), or from diploid genomes where the gametic phase could be inferred by one way or

another. Note that allelic data are treated here as a single locus haplotype.

Ex 1: Haplotypic RFLP data          : 100110100101001010

Ex 2: Haplotypic standard HLA data    : DRB1*0101 DQB1*0102 DPB1*0201

By JHQRW\SLF�IRUP, we mean that genetic data is presented under the form of diploid genotypes (i.e. a combination of

pairs of alleles at one or more loci).  Each genotype is entered on two separate lines, with the two alleles of each locus

being on a different line.

Ex1: Genotypic DNA sequence data: 

ACGGCATTTAAGCATGACATACGGATTGACA

ACGGGATTTTAGCATGACATTCGGATAGACA

Ex 2: Genotypic Microsatellite data: 

63 24 32

62 24 30

The gametic phase of a multi-locus genotype may be either known or unknown. If the gametic phase is known, the

genotype can be considered as made up of two well-defined haplotypes. For genotypic data with unknown gametic

phase, you can consider the two alleles present at each locus as codominant, or you can allow for the presence of a

recessive allele. This gives finally four possible forms of genetic data:

• Haplotypic data,

• Genotypic data with known gametic phase,

• Genotypic data with unknown gametic phase (no recessive alleles)

• Genotypic data with unknown gametic phase (recessive alleles).
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������'1$�VHTXHQFHV

Arlequin can accommodate DNA sequences of arbitrary length. Each nucleotide is considered as a distinct locus. The

four nucleotides "C", "T", "A", "G" are considered as unambiguous alleles for each locus, and the "-" is used to

indicate a deleted nucleotide. Usually the question mark "?" codes for an unknown nucleotide. The following notation

for ambiguous nucleotides are also recognized:

R: A/G (purine)

Y: C/T (pyrimidine)

M: A/C

W: A/T

S: C/G

K: G/T

B: C/G/T

D: A/G/T

H: A/C/T

V: A/C/G

N: A/C/G/T

������5)/3�'DWD

Arlequin can handle RFLP haplotypes of arbitrary length. Each restriction site is considered as a distinct locus. The

presence of a restriction site should be coded as a "1", and its absence as a "0". The "-" character should be used to

denote the deletion of a site, not its absence due to a point mutation.

������0LFURVDWHOOLWH�GDWD

The raw data consist here of the allelic state of one or an arbitrary number of microsatellite loci. For each locus, one

should SURYLGH�WKH�QXPEHU�RI�UHSHDWV�RI�WKH�PLFURVDWHOOLWH�PRWLI�as the allelic definition, if one wants his data to be

analyzed according to the step-wise mutation model (for the analysis of genetic structure). It may occur that the

absolute number of repeats is unknown. If the difference in length between amplified products is the direct

consequence of changes in repeat numbers, then the minimum length of the amplified product could serve as a

reference, allowing to code the other alleles in terms of additional repeats as compared to this reference. If this

strategy is impossible, then any other number could be used as an allelic code, but the stepwise mutation model could

not be assumed for these data.

������6WDQGDUG�GDWD

Data for which the molecular basis of the polymorphism is not particularly defined, or when different alleles are

considered as mutationally equidistant from each other. Standard data haplotypes are thus compared for their content

at each locus, without taking special care about the nature of the alleles, which can be either similar or different. For

instance, HLA data (human MHC) enters the category of standard data.
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������$OOHOH�IUHTXHQF\�GDWD

The raw data consist of only allele frequencies (mono-locus treatment), so that no haplotypic information is needed

for such data. Population samples are then only compared for their allelic frequencies.

����0HWKRGV�LPSOHPHQWHG�LQ�$UOHTXLQ

The analyses Arlequin can perform on the data fall into two main categories: intra-population and inter-population

methods. In the first category statistical information is extracted independently from each population, whereas in the

second category, samples are compared to each other.

,QWUD�SRSXODWLRQ�PHWKRGV� 6KRUW�GHVFULSWLRQ�

Standard indices Some diversity measures like the number of polymorphic

sites, gene diversity.

Molecular diversity Calculates several diversity indices like nucleotide

diversity, different estimators of the population parameter

θ.

Mismatch distribution The distribution of the number of pairwise differences

between haplotypes based on computed inter-haplotypic

distances.

Haplotype frequency estimation Estimates the frequency of haplotypes present in the

population either by gene counting or by the maximum

likelihood method, depending on the type of data

(haplotypic or genotypic).

Linkage disequilibrium Test of non-random association of alleles at different loci.

Hardy-Weinberg equilibrium Test of non-random association of alleles within diploid

individuals.

Tajima’s neutrality test  (infinite site model) Test of the selective neutrality of a random sample of

DNA sequences or RFLP haplotypes under the infinite site

model.

Fu's )6 neutrality test  (infinite site model) Test of the selective neutrality of a random sample of

DNA sequences or RFLP haplotypes under the infinite site

model.

Ewens-Watterson neutrality test (infinite allele

model)

Tests of selective neutrality based on Ewens sampling

theory under the infinite alleles model.

Chakraborty’s amalgamation test (infinite allele

model)

A test of selective neutrality and population homogeneity.

This test can be used when sample heterogeneity is

suspected.

Minimum Spanning Network (MSN) Computes a Minimum Spanning Tree (MST) and Network

(MSN) among haplotypes. This tree can also be computed

for all the haplotypes found in different populations if

activated under the AMOVA section.
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,QWHU�SRSXODWLRQ�PHWKRGV� 6KRUW�GHVFULSWLRQ�

Search for shared haplotypes between

populations

Comparison of population samples for their haplotypic

content. All the results are then summarized in a table.

AMOVA Different hierarchical Analyses of MOlecular VAriance to

evaluate the amount of population genetic structure.

Pairwise genetic distances )67 based genetic distances for short divergence time.

Exact test of population differentiation Test of non-random distribution of haplotypes into

population samples under the hypothesis of panmixia.

Assignment test of genotypes Assignment of individual genotypes to particular

populations according to estimated allele frequencies.

0DQWHO�WHVW� 6KRUW�GHVFULSWLRQ�

Correlations or partial correlations between a

set of 2 or 3 matrices

Can be used to test for the presence of LVRODWLRQ�E\�

GLVWDQFH

����6\VWHP�UHTXLUHPHQWV

• Windows 95/98/NT/Intel, MacOS/(Power PC), or Linux/Intel.

• A minimum of 16 MB RAM, and more to avoid swapping.

• At least 10Mb free hard disk space.

����,QVWDOOLQJ�DQG�XQLQVWDOOLQJ�$UOHTXLQ

������:LQ�;�17�LQVWDOODWLRQ

��������$UFKLYH�ILOH�GHVFULSWLRQ

DUOHTXLQ��MUHB]LS�H[H A self-extracting archive containing the two files below

DUOHTXLQ��B]LS�H[H A self-extracting archive containing all files necessary for Arlequin to work

MUH����ZLQ��B]LS�H[H Setup file for installing the Java runtime environment (ver. 1.1.7.)

2QO\�UHTXLUHG�LI�\RX�KDYH�QR�-DYD�UXQWLPH�HQYLURQPHQW��YHU��������RU�KLJKHU�

DOUHDG\�LQVWDOOHG�RQ�\RXU�V\VWHP

��������6RIWZDUH�LQVWDOODWLRQ

• $IWHU�WKH�GRZQORDG�RI�DUOHTXLQ��MUHB]LS�H[H��SURFHHG�DV�IROORZV�

1. Execute the self-extracting archive DUOHTXLQ��MUHB]LS�H[H.

2. Select a WHPSRUDU\ folder where the two files DUOHTXLQ��B]LS�H[H and MUH����ZLQ��B]LS�H[H will be extracted.

To start the extraction, press the 8Q]LS button.

3. The temporary folder will contain two files: arlequin20.exe, a self-extracting archive to install Arlequin ver. 2.000

and jre117-win32.exe the Java runtime environment installer.
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� $IWHU�WKH�GRZQORDG�RU�H[WUDFWLRQ�RI�MUH����ZLQ��B]LS�H[H��SURFHHG�DV�IROORZV�

1. Install the Java runtime environment (JRE) 1.1.7 on your system by executing the file jre117-win32.exe.

2. Follow the instructions on the screen. More information and more recent equivalent software may be found on the

JavaSoft home page (http://www.javasoft.com/products/jdk/1.1/jre/download-jre-windows.html).

� $IWHU�WKH�GRZQORDG�RU�H[WUDFWLRQ�RI�WKH�VHOI�H[WUDFWDEOH�DUFKLYH�DUOHTXLQ�B�]LS�H[H�SURFHHG�DV�IROORZV�

1. Execute the self-extracting archive DUOHTXLQ��B]LS�H[H.

2. Select the folder where you wish to install Arlequin (for example “C:\ Program File\” using the Browse... button

see upper figure). A folder called ArlequinFolder will be created containing all necessary files to make Arlequin

work.

3. Start Arlequin by double-clicking on the arlequin.exe program, or on an alias you have created. You can also run

the arlequin.bat batch file to start Arlequin. Note that the Java runtime environment has to be installed before you

can run Arlequin. If it does not work, try to execute the batch file run_jre.bat in a Dos shell to see if something is

wrong with the Java runtime environment.

� 7KHQ�VWDUW�$UOHTXLQ�LQ�RQH�RI�WKH�IROORZLQJ�ZD\V�

1. Simply double-click on the $UOHTXLQ�H[H icon or on its alias.

2. If you want to start Arlequin from a DOS shell, type MUH��FS�DUOHTXLQ�MDU���FS�VZLQJDOO�MDU�

DUOHTXLQ�$UOHTXLQ$SS after the prompt.

3. Double click on the UXQBMUH�EDW file, which contains the command listed in point 2.

��������:LQ�;�17�XQLQVWDOODWLRQ

Simply delete the directory where you installed Arlequin. The registries were not modified by the installation of

Arlequin.

������0DF�26�LQVWDOODWLRQ

��������$UFKLYH�ILOH�GHVFULSWLRQ

$UOHTXLQ�B0UM����VHD�KT[ A bin-hex encoded self-extracting archive containing the two files below

$UOHTXLQ��VHD�KT[ A bin-hex encoded archive containing all files necessary for Arlequin to work

05-�������VPL�VLW Setup file for installing the Java runtime environment (ver. 1.1.7.)

2QO\�UHTXLUHG�LI�\RX�KDYH�QR�-DYD�UXQWLPH�HQYLURQPHQW��YHU��������RU�KLJKHU�

DOUHDG\�LQVWDOOHG�RQ�\RXU�V\VWHP

��������6RIWZDUH�,QVWDOODWLRQ�

Depending on which of the three files you did download, follow the procedures described below:

� $IWHU�WKH�GRZQORDG�RI�$UOHTXLQ�B0UM����VHD�KT[��SURFHHG�DV�IROORZV�

1. Decode and unstuff the archive by dropping it into 6WXIILW�([SDQGHU from Aladdin software

(http://www.aladdinsys.com/).
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2. A folder called Arlequin Installer will be created containing the two files $UOHTXLQ��VHD�KT[ and 05-

������VPL�VLW. To continue the installation, proceed as described in the sections below.

� $IWHU�WKH�GRZQORDG�RU�H[WUDFWLRQ�RI�05-�������VPL�VLW��SURFHHG�DV�IROORZV�

1. Drop 05-�������VPL�VLW into stuffit expander. An executable file 05-�������VPL will be extracted. Execute it

and follow the on screen instructions .

� $IWHU�WKH�GRZQORDG�RU�H[WUDFWLRQ�RI�$UOHTXLQ��VHD�KT[�SURFHHG�DV�IROORZV�

1. Drop $UOHTXLQ��VHD�KT[ onto 6WXIILW�H[SDQGHU.

2. A folder called $UOHTXLQ)ROGHU will be created containing all necessary files for Arlequin to work. Drag this

folder at the location where you wish to have Arlequin installed. After using Arlequin do not move this

folder anymore .

3. Start Arlequin by double-clicking on the arlequin program, or on an alias you have created. Normally a

message like "6WDUWLQJ�-DYD" should appear, and the Arlequin Java interface should show up.

��������0DF�26�XQLQVWDOODWLRQ�

Simply delete the directory where you installed Arlequin.

������/LQX[�LVWDOODWLRQ

��������6RIWZDUH�LQVWDOODWLRQ

6WHS��: Install the Java runtime environment (jre) (version 1.1.7 or higher) on your system by:

• If you have the Red Hat 6 Linux version, download the MUHBJOLEF�J] file, otherwise go to

KWWS���ZZZ�EODFNGRZQ�RUJ for other ports and more documentation.

• Copy the file MUHBJOLEF�J] or its equivalent into the directory /usr/local.

• Decompress the archive with the command : WDU��[Y]I�MUHBJOLEF�J].

• A directory MUHB���BY� containing all necessary files will be created.

• In the file "�EVKFU" (initialization of the bash shell) add the following line:

H[SRUW�3$7+ �XVU�ORFDO�MUHB���BY��ELQ��3$7+

so that the shell knows where the jre file lies.

6WHS��:

• After downloading the file DUOHTXLQ��E�WDU�from our web site, 8QWDU�it with�the command

WDU��[Y]I�DUOHTXLQ��E�WDU.

• A directory called $UOHTXLQ)ROGHU will be created, containing $UOHTXLQ�MDU , the executable version of

Arlequin Ver. 2.0b and all-necessary files to make the software run properly.

• Move this folder at any location of your hard disk. Note that once you have chosen a location for the

software, you should not change it, or it would become impossible to correctly browse the result files.

• To start Arlequin 2.0b, double-click on the file called DUOHTXLQ�EDW. If it does not work try either to

launch DUOHTXLQ�EDW from a shell to see any error message, or in a shell type the full command :

 MUH��FS�DUOHTXLQ�MDU��FS�VZLQJDOO�MDU�DUOHTXLQ�$UOHTXLQ$SS
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��������/LQX[�XQLQVWDOODWLRQ

Delete the directory where you installed Arlequin at step 2 of the installation process.

����/LVW�RI�ILOHV�LQFOXGHG�LQ�WKH�$UOHTXLQ�SDFNDJH

)LOHV 'HVFULSWLRQ

5HTXLUHG�E\

$UOHTXLQ�WR�UXQ

SURSHUO\

Arlequin files

$UOHTXLQ�H[H Arlequin executable file. It launches the graphical
interface written in Java.

á

$UOHTXLQ�SGI Arlequin user manual in pfd format

$UOHTXLQ�MDU Java byte code archive containing the code for the
graphical user interface.

á

$UOHFRUH�H[H The core executable that makes all computations. This
collection of core routines is written in C++.

á

/D[�MDU Java byte code used by the Java virtual machine. á

6ZLQJDOO�MDU Java byte code archive for using the Java swing
components.

á

$UOHTXLQ�LQL A file containing the description of the last custom
settings defined by the user

)WLHQV��MV�DQG����JLI

ILOHV

ftiens4.js contains the Java script that allows the
browsing of the result HTML files. This script needs gif
files.

á

,FRQHV� This folder contains all icons used by the graphical
interface.

á

5HDGPH���W[W A text file containing a description of the last release of
Arlequin

([DPSOH�ILOHV�LQ�VXEGLUHFWRU\�GDWDILOHV

%DWFK?EDWFKBH[�DUE
%DWFK?DPRYD��DUS
%DWFK?DPRYD��DUV
%DWFK?DPRYD��DUS
%DWFK?DPRYD��DUV
%DWFK?DPRYD�PDW�GLV
%DWFK?JHQRWVWD�DUS
%DWFK?JHQRWVWD�DUV
%DWFK?PLFURVDW�DUS
%DWFK?PLFURVDW�DUV
%DWFK?PLVVGDWD�DUS
%DWFK?PLVVGDWD�DUV
%DWFK?SKHQRKOD�DUS
%DWFK?SKHQRKOD�DUV
%DWFK?UHOIUHT�DUS
%DWFK?UHOIUHT�DUV
%DWFK?LQGOHYHO�DUS
%DWFK?LQGOHYHO�DUV

0LFURVDW?�SRSPLF�DUS
0LFURVDW?�SRSPLF�DUV
0LFURVDW?PLFGLSO�DUS
0LFURVDW?PLFGLSO�DUV
0LFURVDW?PLFGLSO��DUS
0LFURVDW?PLFGLSO��DUV

'QD?PWGQDBKY��DUS
'QD?PWGQDBKY��DUV
'QD?QXFOBGLY�DUS
'QD?QXFOBGLY�DUV

1HXWUWVW?FKDNBWVW�DUS
1HXWUWVW?FKDNBWVW�DUV
1HXWUWVW?HZBZDWW�DUS
1HXWUWVW?HZBZDWW�DUV
1HXWUWVW?)XBVBWHVW�DUS
1HXWUWVW?)XBVBWHVW�DUV

+DSOIUHT?KODB�SRS�DUS
+DSOIUHT?KODB�SRS�DUV

$PRYD?DPRYDKDS�DUS
$PRYD?DPRYDKDS�DUV
$PRYD?DPRYDGLV�DUS
$PRYD?DPRYDGLV�DUV
$PRYD?��KDSGHI�W[W
$PRYD?DPRYDGLV�GLV

'LVHTXLO?KZHTXLO�DUS
'LVHTXLO?KZHTXLO�DUV
'LVHTXLO?OGBJHQ��DUS
'LVHTXLO?OGBJHQ��DUV
'LVHTXLO?OGBJHQ��DUS
'LVHTXLO?OGBJHQ��DUV
'LVHTXLO?OGBKDS�DUS
'LVHTXLO?�OGBKDS�DUV

0DQWHO?FXVWRPBFRUU�PDW�DUS

0DQWHO?FXVWRPBFRUU�PDW�DUV

0DQWHO?IVWBFRUU�DUS

0DQWHO?IVWBFRUU�DUV

0DQWHOIVWBSDUWLDOBFRUU�DUS

0DQWHO?IVWBSDUWLDOBFRUU�DUV

&RQYHUVLRQ?JHQHBSRS��JSS

)UHTQF\?FRKHQ�DUS
)UHTQF\?FRKHQ�DUV
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����$UOHTXLQ�FRPSXWLQJ�OLPLWDWLRQV

The amount of data that Arlequin can handle mostly depends on the memory available on your computer. However, a

few parameters are limited to values within the range shown below.

Portions of Arlequin concerned

by the limitations Limited parameter

Maximum

value

All Number of population samples 1000

All Number of groups of populations 1000

Ewens-Watterson and

Chakraborty’s neutrality tests

Sample size 2000

Ewens-Watterson and

Chakraborty’s neutrality tests Number of haplotypes 1000

�����$UOHTXLQ�SODWIRUPV�VSHFLI LFLWLHV

�������:LQGRZV��;�17

This is our standard development version. We first develop for that version and then port it to other versions so that it

should be the version with most features.

�������/LQX[�3&

• Nothing special if you install it properly.

�������0DF26�3RZHU0DF

• The console window messages do not appear in the message bar of the Arlequin Java interface. However, they

correctly appear in the console window.

• The console window launched by the interface needs to be manually closed (-Q) at the end of each run.

• The browser is not automatically launched at the end of the computations. It has to be launched manually from

the interface. Press the %URZVH�5HVXOW button in the 3URMHFW tab.

�����+RZ�WR�FLWH�$UOHTXLQ

Stefan Schneider, David Roessli, and Laurent Excoffier (2000) Arlequin ver. 2.000: A software for population

genetics data analysis. Genetics and Biometry Laboratory, University of Geneva, Switzerland.
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�����$FNQRZOHGJHPHQWV

This program has been made possible by Swiss NSF grants No. 32-37821-93 and No 32.047053.96

Many thanks to:

André Langaney, Jean-Marc Kuffer,Yannis Michalakis, Thierry Pun, Montgomery Slatkin, Peter Smouse,

Alicia Sanchez-Mazas, Isabelle Dupanloup de Ceunink, Estella Poloni, Mathias Currat, Giorgio Bertorelle,

Michele Belledi, Evelyne Heyer, Erika Bucheli, Alex Widmer, Philippe Jarne, Frédérique Viard, Peter de

Knijff, Peter Beerli, Matthew Hurles, Rosalind Harding, Frank Struyf, A.J. Gharrett, Jennifer Ovenden, Steve

Carr, Marc  Allard, Omar Chassin, Alonso Santos, Oscar Gaggiotti, John Novembre, Nicolas Ray, Nelson

Fagundes, Eric Minch, Pierre Darlu, Jérôme Goudet, François Balloux, Eric Petit, Ettore Randi, Natacha

Mesquita, David Foltz, Guoqing Lu, Tomas Hrbek, Corinne Zeroual, Rod Norman, Chew-Kiat Heng, Russell

Pfau, April Harlin, S Kark, Jenny Ovenden, Jill Shanahan,  and all the other users or beta-testers of Arlequin

that have sent us their comments.

�����%XJ�UHSRUW�DQG�FRPPHQWV

Please report any bug through the bug report form available on

KWWS���DQWKUR�XQLJH�FK�DUOHTXLQ�EXJ�UHSRUW�KWPO

Other comments and suggestions will be also appreciated and can be communicated to us using the same web page.

�����+RZ�WR�JHW�WKH�ODVW�YHUVLRQ�RI�WKH�$UOHTXLQ�VRIWZDUH"

Arlequin will be updated regularly and can be freely retrieved on

KWWS���DQWKUR�XQLJH�FK�DUOHTXLQ

�����:KDW�LV�QHZ�LQ�YHUVLRQ�������FRPSDUHG�WR�YHUVLRQ����

New features:

1. Several bug corrections (see the list on our web site).

2. An entirely redesigned user interface written in Java.

3. New versions for the MacOS on GX/Power PC processors and for the Linux OS on Intel platforms.

4. Output a different log file for each project instead of having a single log file for all projects. The log file is now

put in the result directory that has the same name as the selected project, but with the [.res] extension.

5. Result files are now only accessible through a web browser. One can easily navigate between different sets of

results and between portions of the result files through a document tree appearing in a separate pane. The web

browser is automatically launched after each run of Arlequin.

6. Custom text editor and web browser have to be selected for having access to the project and result files,

respectively. A text editor for the edition of Arlequin projects is not provided any more.

7. Several bug corrections (see the list on our web site).

8. Mismatch distributions are now fitted to the observations by a generalized-least square procedure instead of using

a moment estimator. We now compute a test statistic of the validity of the estimated demographic expansion. We

also provide confidence regions around the expected mismatch that contain a given percentage of the mismatch

distributions simulated around the estimation.
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9. Implementation of Fu’s )6 test of selective neutrality.

10. AMOVA analyses can now be performed separately for each locus.

11. Computation of the mean number of pairwise differences within and between populations. Raw and corrected

distances are available at the inter-population level.

12. Computation of genetic distances between populations that take into account potential differences in effective

population sizes

13. Computation of a minimum spanning network from a matrix of distances between haplotypes.

14. Mantel tests. Computes the correlation or partial correlations between 2 or 3 matrices, and test their significance

by permuting rows and columns in one or two matrices.

15. Assignment test of genotypes to populations. For each genotype in the sample, we compute its likelihood

assuming that it belongs to different populations.

16. The references of each method used by Arlequin in a particular computation are now written directly in the result

file.

�����)RUWKFRPLQJ�GHYHORSPHQWV

n Treatment of pure dominant data (RAPD, AFLP). Still on our To Do list...

n Incorporation of additional population genetics methods.

Suggestions are welcome, but we only have one life...

�����5HPDLQLQJ�SUREOHPV

• Some refreshment problem with Java interface

• Messages appear in console window for the Mac version. When the computations are finished, the console

window remains open, and has to be closed by the user.

.
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��*(77,1*�67$57('

The first thing to do before running Arlequin for the first time is certainly to read the manual or consult the help file.

They will provide you with most of the information you are looking for. So, take some time to read them before you

seriously start analyzing your data.

����3UHSDULQJ�LQSXW�ILOHV

The first step for the analysis of your data is to prepare an input data file for Arlequin. This input file is called here a

SURMHFW�ILOH. As Arlequin is quite a versatile program able to analyze several data types, you have to include some

information about the properties of your data in the project file together with the raw data.

There are two ways to create Arlequin projects:

1) You can start from scratch and use a text editor to define your data using reserved keywords.

2) You can use Arlequin’s “Project Outline Wizard” by selecting the tab panel 3URMHFW�:L]DUG. The controls on

this tab panel allow you to specify the type of project outline that should be build. Once all settings done, the

project outline is loaded into Arlequin by clicking on the button RSHQ�RXWOLQH�DV�SURMHFW. The name of the data

file should have a "*.DUS"�extension (for ARlequin Project).

����/RDGLQJ�SURMHFW�ILOHV�LQWR �$UOHTXLQ

Once the project file is built, you must load it into Arlequin. You can do this either by activating the menu )LOH�_

2SHQ, or by clicking on the Open project button on the toolbar. The Arlequin project files must have the *.DUS

extension. If your project file is not valid, Arlequin will open the Arlequin Log file in the text editor you selected in

the &RQILJXUDWLRQ tab panel to help you pointing out the problems. For each project, Arlequin creates a log file called

$UOHTXLQBORJ�W[W, where warnings and error messages are issued. The log file also keeps track of all the operations

performed during an Arlequin session. This file is located in the result directory of the project file.

If your project file is valid, its main properties will be shown in the Project Tab.

At this point, you just have to choose which analyses to perform on your data by selecting the &DOFXODWLRQ�6HWWLQJV

Tab.

����6HOHFWLQJ�DQDO\VHV�WR�EH�SHUIRUPHG�RQ�\RXU�GDWD

The different settings can by tuned by first selecting the &DOFXODWLRQ�6HWWLQJV Tab. Navigate the tree on the left upper

part of the panel to select the group of controls you whish the set up. Depending on your selection the lower part of

the panel is updated.

����&UHDWLQJ�DQG�XVLQJ�6HWWLQJ�)LOHV

By settings we mean any alternative choice that can be made when using Arlequin. As you can choose different types

of analyses, as well as different options for each of these analyses, all these choices can be saved into setting files.

These files generally take the same name as the project files, but with the extension *.DUV. Setting files can be created

at any time of your work by clicking on the save button right to the tree. Alternatively, if you activate the XVH



0DQXDO�$UOHTXLQ�YHU������ *HWWLQJ�VWDUWHG ��

DVVRFLDWHG�VHWWLQJV checkbox, the last used settings used on this project will be automatically saved when you close

the project and reloaded when you open it later again. The setting are stored in a file having same name as the project

file, and the �DUV extension. These setting files are convenient when you want to repeat some analyses done

previously, or when you want to make different types of computations on several projects, as it is possible using batch

files (see section 3.6) giving you considerable flexibility on the analyses you can perform, and avoiding tedious and

repetitive mouse-clicks.

����3HUIRUPLQJ�WKH�DQDO\VHV

 The selected analyses can be performed either by clicking on the Run. If an error occurs in the course of the

execution, Arlequin will write diagnostic information in the log file. If the error is not too severe, Arlequin will open

the log file for you. If there is a memory error, Arlequin will shut down itself. In the latter case, you should consult

the Arlequin log file EHIRUH launching a new analysis in order to get some information on where or at which stage of

the execution the problem occurred. The file $UOHTXLQBORJ�W[W is located in the project results directory.

����6WRSSLQJ�WKH�FRPSXWDWLRQV

The computations can be stopped at any time by pressing the Stop button on the toolbar. However, note that the

results may be incorrect if the computations did not terminate normally.

For very large project files, you may have to wait for a few seconds before the calculations are stopped.

����&RQVXOWLQJ�WKH�UHVXOWV

When the calculations are over, Arlequin will create a result directory, which has the same name as the project file,

but with the *.UHV extension. This directory contains all the result files, particularly the main result file with the same

name as the project file, but with the *.KWP extension. The main result file can be viewed in any html browser, as

specified in the &RQILJXUDWLRQ tab panel. If a valid path to a web browser has been selected in the &RQILJXUDWLRQ tab

panel, the web browser, the result file >SURMHFW�QDPH@BPDLQ�KWPO is automatically loaded in the configured html

browser after the end of the computations. You can also view your results at anytime by clicking on the %URZVH

UHVXOWV button.
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��,1387�),/(6

����)RUPDW�RI�$UOHTXLQ�LQSXW�ILOHV

Arlequin input files are also called project files. The project files contain both descriptions of the properties of the

data, as well as the raw data themselves. The project file may also refer to one or more external data files.

Note that comments beginning by a "#" character can be put anywhere in the Arlequin project file. Everything that

follows the "#"character will be ignored until an end of line character.

����3URMHFW�ILOH�VWUXFWXUH

Input files are structured into two main sections with additional subsections that must appear in the following order:

1) Profile section (mandatory)

2) Data section (mandatory)

2a) Haplotype list (optional)

2b) Distance matrices (optional)

2c) Samples (mandatory)

2d) Genetic structure (optional)

   2e) Mantel tests                                (optional)

We now describe the content of each (sub-) section in more detail.

������3URILOH�VHFWLRQ

The properties of the data must be described in this section. The beginning of the profile section is indicated by the

keyword [Profile] (within brackets).

One must also specify

• 7KH�WLWOH�RI�WKH�FXUUHQW�SURMHFW (used to describe the current analysis)

 Notation: 7LWOH=

 Possible value: Any string of characters within double quotes

 Example: Title="An analysis of haplotype frequencies in 2 populations"

• 7KH�QXPEHU�RI�VDPSOHV�RU�SRSXODWLRQV�SUHVHQW�LQ�WKH�FXUUHQW�SURMHFW

 Notation: 1E6DPSOHV =

 Possible values: Any integer number between 1 and 1000.

 Example: NbSamples =3

• 7KH�W\SH�RI�GDWD�WR�EH�DQDO\]HG. Only one type of data is allowed per project

 Notation: 'DWD7\SH =

 Possible values: DNA, RFLP, MICROSAT, STANDARD and FREQUENCY

 Example: DataType = DNA
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• ,I�WKH�FXUUHQW�SURMHFW�GHDOV�ZLWK�KDSORW\SLF�RU�JHQRW\SLF�GDWD

 Notation: *HQRW\SLF'DWD =

 Possible values: 0 (haplotypic data), 1 (genotypic data)

 Example: GenotypicData = 0

 One can also optionally specify

• 7KH�FKDUDFWHU�XVHG�WR�VHSDUDWH�WKH�DOOHOHV�DW�GLIIHUHQW�ORFL  (the locus separator)

 Notation: /RFXV6HSDUDWRU =

 Possible values: WHITESPACE, TAB, NONE, or any character other than "#", or the character specifying

missing data.

 Example: LocusSeparator = TAB

 Default value: WHITESPACE

• ,I�WKH�JDPHWLF�SKDVH�RI�JHQRW\SHV�LV�NQRZQ

 Notation: *DPHWLF3KDVH =

 Possible values: 0 (gametic phase not known), 1 (known gametic phase)

 Example: GameticPhase = 1

 Default value: 1

• ,I�WKH�JHQRW\SLF�GDWD�SUHVHQW�D�UHFHVVLYH�DOOHOH

 Notation: 5HFHVVLYH'DWD =

 Possible values: 0 (co-dominant data), 1 (recessive data)

 Example: RecessiveData =1

 Default value: 0

• 7KH�FRGH�IRU�WKH�UHFHVVLYH�DOOHOH

 Notation: 5HFHVVLYH$OOHOH =

 Possible values: Any string of characters within double quotes. This string can be explicitly used in the input

file to indicate the occurrence of a recessive homozygote at one or several loci.

 Example: RecessiveAllele ="xxx"

 Default value: "null"

• 7KH�FKDUDFWHU�XVHG�WR�FRGH�IRU�PLVVLQJ�GDWD

 Notation: 0LVVLQJ'DWD =

 Possible values: A character used to specify the code for missing data, entered between single or double

quotes.

 Example: MissingData =’$’

 Default value: ’?’

• ,I�KDSORW\SH�RU�SKHQRW\SH�IUHTXHQFLHV�DUH�HQWHUHG�DV�DEVROXWH�RU�UHODWLYH�YDOXHV

 Notation: )UHTXHQF\ =
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 Possible values: ABS (absolute values), REL (relative values: absolute values will be found by multiplying

the relative frequencies by the sample sizes)

 Example: Frequency = ABS

 Default value: ABS

• ,I�D�GLVWDQFH�PDWUL[�QHHGV�WR�EH�FRPSXWHG�IURP�WKH�RULJLQDO�GDWD��ZKHQ�FDOFXODWLQJ�JHQHWLF�VWUXFWXUH�LQGLFHV

 Notation: &RPS'LVW0DWUL[ =

 Possible values: 0 (use the distance matrix specified in the DistanceMatrix sub-section), 1 (compute distance

matrix from haplotypic information)

 Example: CompDistMatrix = 1

 Default value: 0

• 7KH�QXPEHU�RI�VLJQLILFDQW�GLJLWV�IRU�KDSORW\SH�IUHTXHQF\�RXWSXWV

 Notation: )UHTXHQF\7KUHVKROG =

 Possible values: A real number between 1e-2 and 1e-7

 Example: FrequencyThreshold = 0.00001

 Default value: 1e-5

• 7KH�FRQYHUJHQFH�FULWHULRQ�IRU�WKH�(0�DOJRULWKP�XVHG�WR�HVWLPDWH�KDSORW\SH�IUHTXHQFLHV�DQG�OLQNDJH

GLVHTXLOLEULXP�IURP�JHQRW\SLF�GDWD

Notation: (SVLORQ9DOXH =

Possible values: A real number between 1e-7 and 1e-12.

Example: EpsilonValue = 1e-10

Default value: 1e-7

������'DWD�VHFWLRQ

This section contains the raw data to be analyzed. The beginning of the profile section is indicated by the keyword

[Data] (within brackets).

It contains several sub-sections:

��������+DSORW\SH�OLVW��RSWLRQDO�

In this sub-section, one can define a list of the haplotypes that are used for all samples. This section is most useful in

order to avoid repeating the allelic content of the haplotypes present in the samples. For instance, it can be tedious to

write a full sequence of several hundreds of nucleotides next to each haplotype in each sample. It is much easier to

assign an identifier to a given DNA sequence in the haplotype list, and then use this identifier in the sample data

section. This way Arlequin will know exactly the DNA sequences associated to each haplotype.

However, this section is optional. The haplotypes can be fully defined in the sample data section.

An identifier and a combination of alleles at different loci (one or more) describe a given haplotype. The locus

separator defined in the profile section must separate each adjacent allele from each other.
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It is also possible to have the definition of the haplotypes in an external file. Use the keyword EXTERN followed by

the name of the file containing the definition of the haplotypes. Read Example 2 to see how to proceed. If the file

"KDSOBILOH�KDS" contains exactly what is between the braces of Example 1, the two haplotype lists are equivalent.

Example 1:

[[HaplotypeDefinition]]  #start the section of Haplotype definition

HaplListName="list1"  #give any name you whish to this list

HaplList={

h1 A T     #on each line, the name of the haplotype is

h2 G C     # followed by its definition.

h3 A G

h4 A A

h5 G G

}

Example 2:

[[HaplotypeDefinition]] #start the section of Haplotype definition

HaplListName="list1"  #give any name you whish to this list

HaplList = EXTERN "hapl_file.hap"

��������'LVWDQFH�PDWUL[��RSWLRQDO �

Here, a matrix of genetic distances between haplotypes can be specified. This section is here to provide some

compatibility with earlier WINAMOVA files. The distance matrix must be a lower diagonal with zeroes on the

diagonal. This distance matrix will be used to compute the genetic structure specified in the genetic structure

section.  As specified in AMOVA, the elements of the matrix should be squared Euclidean distances. In practice,

they are an evaluation of the number of mutational steps between pairs of haplotypes.

One also has to provide the labels of the haplotypes for which the distances are computed. The order of these labels

must correspond to the order of rows and columns of the distance matrix. If a haplotype list is also provided in the

project, the labels and their order should be the same as those given for the haplotype list.

Usually, it will be much more convenient to let Arlequin compute the distance matrix by itself.

It is also possible to have the definition of the distance matrix given in an external file. Use the keyword EXTERN

followed by the name of the file containing the definition of the matrix. Read Example 2 to see how to proceed.

Example 1:

[[DistanceMatrix]]   #start the distance matrix definition section

MatrixName= "none"  # name of the distance matrix

MatrixSize= 4       # size = number of lines of the distance matrix

MatrixData={

 h1 h2 h3 h4  # labels of the distance matrix (identifier of the

   0.00000    # haplotypes)

   2.00000   0.00000

   1.00000   2.00000   0.00000

   1.00000   2.00000   1.00000   0.00000

}

Example2:
[[DistanceMatrix]]     #start the distance matrix definition section

MatrixName= "none"  # name of the distance matrix
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MatrixSize= 4       # size = number of lines of the distance matrix

MatrixData= EXTERN "mat_file.dis"

��������6DPSOHV

In this obligatory sub-section, one defines the haplotypic or genotypic content of the different samples to be

analyzed.

Each sample definition begins by the keyword SampleName and ends after a SampleData has been defined.

One must specify:

• $�QDPH�IRU�HDFK�VDPSOH

 Notation: 6DPSOH1DPH =

 Possible values: Any string of characters within quotes.

 Example: SampleName= "A first example of a sample name"

 Note: This name will be used in the Structure sub-section to identify the different samples, which are part of a

given genetic structure to test.

• 7KH�VL]H�RI�WKH�VDPSOH

 Notation: 6DPSOH6L]H =

 Possible values: Any integer value.

 Example: SampleSize=732

 Note: For haplotypic data, the sample size is equal to the haploid sample size. For genotypic data, the sample

size should be equal to the number of diploid individuals present in the sample. When absolute

frequencies are entered, the size of each sample will be checked against the sum of all haplotypic

frequencies will check. If a discrepancy is found, a :DUQLQJ�PHVVDJH is issued in the log file, and the

sample size is set to the sum of haplotype frequencies. When relative frequencies are specified, no

such check is possible, and the sample size is used to convert relative frequencies to absolute

frequencies.

• 7KH�GDWD�LWVHOI

Notation: 6DPSOH'DWD =

Possible values: A list of haplotypes or genotypes and their frequencies as found in the sample, entered

within braces

Example:

SampleData={

id1 1  ACGGTGTCGA

id2 2  ACGGTGTCAG

id3 8  ACGGTGCCAA

id4 10 ACAGTGTCAA

id5 1  GCGGTGTCAA

}

1RWH: The last closing brace marks the end of the sample definition. A new sample definition begins with

another keyword SampleName.

)5(48(1&<�GDWD�W\SH�
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If the data type is set to FREQUENCY, one must only specify for each haplotype its identifier (a string of

characters without blanks) and its sample frequency (either relative or absolute). In this case the haplotype

should not be defined.

Example:

SampleData={

id1 1

id2 2

id3 8

id4 10

id5 1

}

+DSORW\SLF�GDWD

For all data types except FREQUENCY, one must specify for each haplotype its identifier and its sample frequency.

If no haplotype list has been defined earlier, one must also define here the allelic content of the haplotype. The

haplotype identifier is used to establish a link between the haplotype and its allelic content maintained in a local

database.

Once a haplotype has been defined, it needs not be defined again. However the allelic content of the same haplotype

can also be defined several times. The different definitions of haplotypes with same identifier are checked for

equality. If they are found identical, a warning is issued is the log file. If they are found to be different at some loci,

an error is issued and the program stops, asking you to correct the error.

For complex haplotypes like very long DNA sequences, one can perfectly assign different identifiers to all

sequences (each having thus an absolute frequency of 1), even if some sequences turn out to be similar to each other.

If the option ,QIHU�+DSORW\SHV�IURP�'LVWDQFH�0DWUL[ is checked in the General Settings dialog box, Arlequin will

check whether haplotypes are effectively different or not. This is a good precaution when one tests the selective

neutrality of the sample using Ewens-Watterson or Chakraborty’s tests, because these tests are based on the observed

number of effectively different haplotypes.

*HQRW\SLF�GDWD

For each genotype, one must specify its identifier, its sample frequency, and its allelic content. Genotypic data can

be entered either as a list of individuals, all having an absolute frequency of 1, or as a list of genotypes with different

sample frequencies. During the computations, Arlequin will compare all genotypes to all others and recompute the

genotype frequencies.

The allelic content of a genotype is entered on two separate lines in the form of two pseudo-haplotypes.

Examples:

1):

Id1 2 ACTCGGGTTCGCGCGC # the first pseudo-haplotype

ACTCGGGCTCACGCGC # the second pseudo-haplotype

2)

my_id 4 0 0 1 1 0 1

  0 1 0 0 1 1
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If the gametic phase is supposed to be known, the pseudo-haplotypes are treated as truly defined

haplotypes.

If the gametic phase is not supposed to be known, only the allelic content of each locus is supposed to be

known. In this case an equivalent definition of the upper phenotype would have been:

my_id 4 0 1 1 0 0 1

0 0 0 1 1 1

��������*HQHWLF�VWUXFWXUH

The hierarchical genetic structure of the samples is specified in this optional sub-section. It is possible to define

groups of populations. This subsection starts with the keyword [[Structure]]. The definition of a genetic structure is

only required for AMOVA analyses.

One must specify:

• $�QDPH�IRU�WKH�JHQHWLF�VWUXFWXUH

 Notation: 6WUXFWXUH1DPH =

 Possible values: Any string of characters within quotes.

 Example: StructureName= "A first example of a genetic structure"

 Note: This name will be used to refer to the tested structure in the output files.

• 7KH�QXPEHU�RI�JURXSV�GHILQHG�LQ�WKH�VWUXFWXUH

 Notation: 1E*URXSV =

 Possible values: Any integer value.

Example: NbGroups = 5

1RWH: If this value does not correspond to the number of defined groups, then calculations will not be

possible, and an error message will be displayed.

• ,I�ZH�DGG�WKH�LQGLYLGXDO�OHYHO�LQ�WKH�YDULDQFH�DQDO\VLV

Notation: ,QGLYLGXDO/HYHO =

Possible values: 0 (no) or 1 (yes)

Example: IndividualLevel = 0

Note: Default value: 0. The value 1 is only possible with genotypic data.

• 7KH�JURXS�GHILQLWLRQV

Notation: *URXS =

Possible values: A list containing the names of the samples belonging to the group, entered within braces.

Repeat this for as many groups you have in your structure. It is of course not allowed to put

the same population in different groups. Also note that a comment sign (#) is not allowed

after the opening brace and would lead to an error message. Comments about the group

should therefore be done EHIRUH the definition of the group.
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Example  ( NbGroups=2 ) :
Group ={

population1

population2

population3

}

Group ={

population4

population5

}

��������0DQWHO�WHVW�VHWWLQJV

This subsection allows to specify some distance matrices (<PDWUL[, ;� and ;�). The goal is to compute a correlation

between the <PDWUL[ and ;� or a partial correlation between the <PDWUL[, ;� and ;�. The <PDWUL[ can be either a

pairwise population FST�PDWUL[ or a custom matrix entered into the project by the user. X1 (and X2) have to be

defined in the project.

This subsection starts with the keyword [[Mantel]]. The matrices, which are used to test correlation between

genetic distances and one or two other distance matrices, are defined in this section.

One must specify:

• 7KH�VL]H�RI�WKH�PDWULFHV�XVHG�IRU�WKH�0DQWHO�WHVW�

 Notation: 0DWUL[6L]H=

 Possible values: Any positive integer value.

 Example: MatrixSize= 5

• 7KH�QXPEHU�RI�PDWULFHV�DPRQJ�ZKLFK��ZH�FRPSXWH�WKH�FRUUHODWLRQV��,I�WKLV�QXPEHU�LV����WKH�FRUUHODWLRQ

FRHIILFLHQW�EHWZHHQ�WKH�<0DWUL[��VHH�QH[W�NH\ZRUG��DQG�WKH�PDWUL[�GHILQHG�DIWHU�WKH�'LVW0DW0DQWHO�NH\ZRUG�

,I�WKLV�QXPEHU�LV���WKH�SDUWLDO�FRUUHODWLRQ�EHWZHHQ�WKH�<0DWUL[��VHH�QH[W�NH\ZRUG��DQG�WKH�WZR�RWKHU�PDWULFHV

DUH�FRPSXWHG��,Q�WKLV�FDVH�WKH�0DQWHO�VHFWLRQ�VKRXOG�FRQWDLQ�WZR�'LVW0DW0DQWHO�NH\ZRUGV�IROORZHG�E\�WKH

GHILQLWLRQ�RI�D�GLVWDQFH�PDWUL[�

 Notation: 0DWUL[1XPEHU=

 Example: MatrixNumber= 2

• 7KH�PDWUL[�WKDW�LV�XVHG�DV�JHQHWLF�GLVWDQFH��,I�WKH�YDOXH�LV�“fst´�WKHQ�WKH�FRUUHODWLRQ�EHWZHHQ�WKH�SRSXODWLRQ

SDLUZLVH�)67�PDWUL[�RWKHU�DQRWKHU�PDWUL[�LV�FRPSXWHG����,I�WKH�YDOXH�LV�“custoḿ �WKHQ�WKH�FRUUHODWLRQ�EHWZHHQ

D�SURMHFW�GHILQHG�PDWUL[�DQG�RWKHU�PDWUL[�LV�FRPSXWHG

 Notation: <0DWUL[=

3RVVLEOH�YDOXHV� &RUUHVSRQGLQJ�<0DWUL[

"fst" Y=Fst

"log_fst" Y=log(Fst)

"slatkinlinearfst" Y=Fst/(1-Fst)

"log_slatkinlinearfst" Y=log(Fst/(1-Fst))

"nm" Y=(1-Fst)/(2 Fst)

"custom" Y= user-specified in the project
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 Example: YMatrix = “fst”

• /DEHOV�WKDW�LGHQWLI\�WKH�FROXPQV�RI�WKH�<0DWUL[. ,Q�FDVH�RI�<0DWUL[�= “fst” WKH�ODEHOV�VKRXOG�EH�QDPHV�RI

SRSXODWLRQ�IURP�ZLWFK�ZH�XVH�WKH�SDLUZLVH�)67��GLVWDQFHV��,Q�FDVH�RI�<0DWUL[�= “custom” WKH�ODEHOV�FDQ�EH

FKRVHQ�E\�WKH�XVHU��7KHVH�ODEHOV�ZLOO�EH�XVHG�WR�VHOHFW�WKH�VXE�PDWULFHV�RQ�ZLWFK�FRUUHODWLRQ��RU�SDUWLDO

FRUUHODWLRQ��LV�FRPSXWHG�

 Notation: <0DWUL[/DEHOV =

 Possible values: A list containing the names of the label name belonging to the group, entered within braces.

 Example: YMatrixLabels =  {

       "Population1 " "Population4" "Population2"

       "Population8" "Population5"

 }

• $�NH\ZRUG�WKDW�DOORZV�WR�GHILQH�D�PDWUL[�ZLWK�ZLWFK�WKH�FRUUHODWLRQ�ZLWK�WKH�<0DWUL[�LV�FRPSXWHG�

 Notation: 'LVW0DW0DQWHO =

 Example: DistMatMantel={
   0.00
   3.20 0.00
   0.47 0.76 0.00
   0.00 1.23 0.37 0.00
   0.22 0.37 0.21 0.38 0.00

 }

• /DEHOV�GHILQLQJ�WKH�VXE�PDWUL[�RQ�ZLWFK�WKH�FRUUHODWLRQ�LV�FRPSXWHG�

 Notation: 8VHG<0DWUL[/DEHOV=

 Possible values: A list containing the names of the label name belonging to the group, entered within braces.

 Example: UsedYMatrixLabels={
  "Population1 "
 "Population5"
  "Population8"

 }

1RWH: If you want to compute the correlation between entirely user-specified matrices, you need to list a dummy
population sample in the [[Sample]]section, in order to allow for a proper reading of the Arlequin project. We
hope to remove this weird limitation, but it is the way it works for now !
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 7ZR�FRPSOHWH�H[DPSOHV�

 ([DPSOH��� We compute the partial correlation between the YMatrix and two other matrices X1 and X2. The
YMatrix will be the pairwise FST matrix between the population listed after <0DWUL[/DEHOV . The partial
correlations will be based on the 3 by 3 matrix whose labels are listed after 8VHG<0DWUL[/DEHOV.
 
 [[Mantel]]

 #size of the distance matrix:
 MatrixSize= 5

 #number of declared matrixes:
       MatrixNumber=3

 #what to be taken as the YMatrix
 YMatrix="Fst"

 #Labels to identify matrix entry and Population
       YMatrixLabels ={
       "pop 1"

 "pop 2"
 "pop 3"
 "pop 4"
 "pop 5"

 }
 # distance matrix: X1

 DistMatMantel={
   0.00
   1.20 0.00
   0.17 0.84 0.00
   0.00 1.23 0.23 0.00
   0.12 0.44 0.21 0.12 0.00
 }

 
 # distance matrix: X2

 DistMatMantel={
   0.00
   3.20 0.00
   0.47 0.76 0.00
   0.00 1.23 0.37 0.00
   0.22 0.37 0.21 0.38 0.00
 }

 
 UsedYMatrixLabels ={

 "pop 1"
 "pop 3"
 "pop 4"

 }
 
 ([DPSOH��� we compute the correlation between the YMatrix and another matrix X1. The YMatrix will be
defined after the keyword <0DWUL[. The correlation will be based on the 3 by 3 matrix whose labels are
listed after 8VHG<0DWUL[/DEHOV.
 
[[Mantel]]

#size of the distance matrix:

MatrixSize= 5

#number of declared matrixes: 1 or 2

MatrixNumber=2

#what to be taken as YMatrix

YMatrix="Custom"
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#Labels to identify matrix entry and Population

YMatrixLabels ={

    "1" "2" "3"

    "4" "5"

}

#This will be the Ymatrix

DistMatMantel={

  0.00

  1.20 0.00

  1.17 0.84 0.00

  1.00 1.23 0.23 0.00

  2.12 0.44 0.21 0.12 0.00

}

#This will be X1

DistMatMantel={

  0.00

  3.20 0.00

  2.23 1.73 0.00

  2.55 2.23 0.35 0.00

  2.23 1.62 1.54 2.32 0.00

}

UsedYMatrixLabels ={

"1" "2"

"3"

"4" "5"

}

����([DPSOH�RI�DQ�LQSXW�ILOH

The following small example is a project file containing four populations.  The data type is STANDARD genotypic

data with unknown gametic phase.

[Profile]
Title="Fake HLA data"
NbSamples=4
GenotypicData=1
GameticPhase=0
DataType=STANDARD
LocusSeparator=WHITESPACE
MissingData=’?’

[Data]

[[Samples]]
SampleName="A sample of 6 Algerians"
SampleSize=6
SampleData={

           1  1 1104 0200
                0700 0301
           3  3 0302 0200
                1310 0402
           4  2 0402 0602
                1502 0602

}
SampleName="A sample of 11 Bulgarians"
SampleSize=11
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SampleData={
           1  1   1103    0301
                  0301    0200
           2  4   1101    0301
                  0700    0200
           3  1   1500    0502
                  0301    0200
           4  1   1103    0301
                  1202    0301
           5  1   0301    0200
                  1500    0601
           6  3   1600    0502
                  1301    0603

}
SampleName="A sample of 12 Egyptians"
SampleSize=12
SampleData={    

1    2   1104   0301
1600   0502

3    1   1303   0301
          1101   0502
    4    3   1502   0601
          1500   0602
    6    1   1101   0301
          1101   0301
    8    4   1302   0502
          1101   0609
    9    1   1500   0302
             0402   0602

}
SampleName="A sample of 8 French"
SampleSize=8
SampleData={

  219    1   0301   0200
             0101   0501
  239    2   0301   0200
             0301   0200
  249    1   1302   0604
            1500   0602
  250    3   1401   0503
            1301   0603
  254    1   1302   0604

}

[[Structure]]

StructureName="My population structure"
NbGroups=2
Group={

"A sample of 6 Algerians"
"A sample of 12 Egyptians"

}
Group={

"A sample of 11 Bulgarians"
"A sample of 8 French"

}



0DQXDO�$UOHTXLQ�YHU������ *HWWLQJ�VWDUWHG ��

����$XWRPDWLFDOO\�FUHDWLQJ�WKH�RXWOLQH�RI�D�SURMHFW�ILOH

In order to help you setting up quickly a project file, Arlequin can create the outline of a project file for you.

In order to do this, use the 3URMHFW�RXWOLQH�ZL]DUG dialog box by activating the 3URMHFW�_�%XLOG�3URMHFW�2XWOLQH menu. A

special dialog box will appear, allowing to quickly define which type of data you have and some specificities of the

data.

• 'DWD�ILOH

Specify the name of the target file (the new Arlequin project). It should have the extension “.arp”.

• 'DWD�W\SH

Specify which W\SH�RI�GDWD you want to analyze (DNA, RFLP, Microsat, Standard, or Frequency).

Specify if the data is under JHQRW\SLF or KDSORW\SLF form.

Specify if the JDPHWLF�SKDVH is known (for genotypic data only).

Specify if there are UHFHVVLYH�DOOHOHV (for genotypic data only)

• &RQWUROV

Specify the number of population samples defined in the project

Choose a ORFXV�VHSDUDWRU

Specify the character coding for PLVVLQJ�GDWD

Specify the FRGH�IRU�WKH�UHFHVVLYH�DOOHOH

• 2SWLRQDO�VHFWLRQV

Specify if you want to include a global OLVW�RI�KDSORW\SHV

Specify if you want to include a predefined GLVWDQFH�PDWUL[

Specify if you want to include a JURXS�VWUXFWXUH

By pressing the 2SHQ�RXWOLQH�DV�SURMHFW button, an empty outline of a project file will be created for you. It will be

automatically loaded in Arlequin, and you can then paste your sample data by editing the project.

����&RQYHUVLRQ�RI�GDWD�ILOHV

By selecting the Tab dialog ,PSRUW�'DWD, one activate a dialog box for the translation of data files from one format to

the other. This might be useful for users already having data files set up for other data software packages. It is also

possible to convert Arlequin data files into other formats.

The currently recognized data formats are:

• Arlequin ver. 1.1

• GenePop ver. 3.0,

• Biosys  ver.1.0,

• Phylip ver. 3.5

• Mega ver. 1.0

• Win Amova ver. 1.55.

The translation procedure is fully described in section 6.3.4.

These conversion routines were done on the basis of the description of the input file format found in the user manuals

of each of aforementioned programs. The tests done with the example files given with these programs worked fine.

However, the original reading procedures of the other software packages may be more tolerant than our owns, and
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some data may be impossible to convert. Thus, some small corrections will need to be done by hand, and we

apologize for that.

����$UOHTXLQ�EDWFK�ILOHV

A large number of data files can be analyzed one after the other using batch files.

A batch file (having usually the .DUE extension) is simply a text file having on each line the name of the project file

that should be analyzed. The number of data files to be analyzed can be arbitrary large.

If the project type you open is of %DWFK�ILOH�W\SH, the %DWFK�ILOH tab panel allows you to tune the settings for your batch

run.

You can either use the same options for all project files by selecting 8VH�LQWHUIDFH�VHWWLQJV, or use the setting file

associated with each project file by selecting 8VH�DVVRFLDWHG�VHWWLQJV. In the first case, the same analyses will be

performed on all project files listed in the batch file. In the second case, you can perform different computations on

each project file listed in the batch file, giving you much more flexibility on what should be done. However, it implies

that setting files have been prepared previously, recording the analyses needing to be performed on the data, as well as

the options of these analyses.

Some results can be collected from the analysis of each batch file, and put into summary files (see section 6.3.6).

If the associated project file does not exist, the current settings are used.

1RWH�WKDW�WKH�EDWFK�ILOH��WKH�SURMHFW�ILOHV��DQG�WKH�VHWWLQJ�ILOHV�VKRXOG�DOO�EH�LQ�WKH�VDPH�IROGHU�
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��287387�),/(6

The output files are now all located in a special sub-directory, having the same name as your project, but with the

".KWP" extension. This has been done to structure your result files according to different projects. For instance, if your

project file is called my_file.arp, then the result files will be in a sub-directory called [my_file.res]

����5HVXOW�ILOH

The file containing all the results of the analyses just performed. By default, it has the same name than the Arlequin

input file, with the extension (.KWP. This file is opened in the right frame of the html browser at the end of each run.

If the option $SSHQG�5HVXOWV of the configuration tab panel is checked, the results of the current computations are

appended to the one of previous calculations, otherwise the results of previous analyses are erased, and only the last

results are overwritten in the result file.

����$UOHTXLQ�ORJ�ILOH

A file where run-time :$51,1*6 and (55256 encountered during any phases of the current Arlequin session are

issued. The file has the name $UOHTXLQBORJ�W[W and LV�QRZ�ORFDWHG�LQ�WKH�UHVXOW�GLUHFWRU\�RI�WKH�RSHQHG�SURMHFW You

should consult this file if you observe any warning or error message in your result file. If Arlequin has crashed then

consult $UOHTXLQBORJ�W[W EHIRUH running Arlequin again. It will probably help you in finding where the problem was

located. A reference to the log file is provided in the left pane of the html result file and can be activated in your web

browser.

����/LQNDJH�GLVHTXLOLEULXP�UHVXOW�ILOH

This file contains the results of pairwise linkage disequilibrium tests between all pairs of loci. By default, it has the

name LK_DIS.XL. As suggested by its extension, this file can be read with MS-Excel without modification. A

tabulator separates the columns.

����9LHZ�\RXU�UHVXOWV�LQ�+70/�EURZVHU

For very large result files or result files containing the product of several analyses, it may be of practical interest to

view the results in an HTML browser. This can be simply done by activating the button %URZVH�UHVXOWV�of the project

tab panel. The HTML browser can be selected through the &RQILJXUDWLRQ�tab panel. The location of your browser is

then stored in DUOHTXLQ�LQL.

In the web browser the file >SURMHFW�QDPH@BPDLQ�KWPO�is loaded and the main window is divided in two panes.

1. The OHIW�SDQH contains a tree where each first level branch corresponds to a run. For each run we have several

entries corresponding to the used settings for the calculation, the inter-population analyses (Genetic structure,

Shared haplotypes) and finally all intra-population analyses with one entry per population. The description of this

tree is stored in >SURMHFW�QDPH@BWUHH�KWPO. At this point it is important to notice that this tree uses the java script

file IWLHQV��MV�located in Arlequin’s installation directory. If you move Arlequin to an other location, or uninstall it,

the left pane will not work anymore.
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2. The ULJKW�SDQH, shows the results concerning the selected item in the left pane. The HTML code of this pane is in

the main result file. This file is located in result sub-directory of your project and is named >SURMHFW�QDPH@�KWP�

The following figure illustrates way results are presented in a HTML browser.

Different runs of
Arlequin

Results concerning sample
« Wolof »

����9DULDQFH�FRPSRQHQWV�QXOO�GLVWULEXWLRQ�KLVWRJUDPV

Specifies the name of an output file where the histograms of the (co)variance component null distributions are output.

By default, the name is set to AMO_HIST.XL. This tabulated text file can be read directly by MS-Excel, for a

graphical output of the distributions.

All values of the permuted statistics are found in files, having the same name as the project file, with *.YD, *.YE, *.YF

and *.YG� for 2
Dσ , 2

Eσ , 2
Fσ , and 2

Gσ  , respectively.
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����([DPSOH�RI�DOOHOH�IUHTXHQF\�GDWD

The following example is a file containing FREQUENCY data. The allelic composition of the individuals is not

specified. The only informations we have are the frequencies of the alleles.

[Profile]
Title="Frequency data"
NbSamples=2
GenotypicData=0
DataType=FREQUENCY

[Data]
[[Samples]]

SampleName="Population 1"
SampleSize=16
SampleData= {

000 1
001 3
002 1
003 7
004 4

}
SampleName="Population 2"
SampleSize=23
SampleData= {

000 3
001 6
002 2
003 8
004 4

}

����([DPSOH�RI�VWDQGDUG�GDWD ��*HQRW\SLF�GDWD��XQNQRZQ�JDPHWLF�SKDVH��UHFHVVLYH�DOOHOHV�

In this example, the individual genotypes for 5 HLA loci are output on two separate lines. We specify that the gametic

phase between loci is unknown, and that the data has a recessive allele. We explicitly define it to be "xxx". Note that

with recessive data, all single locus homozygotes are also considered as potential heterozygotes with a null allele. We

also provide Arlequin with the minimum frequency for the estimated haplotypes to be listed (0.00001), and we define

the minimum epsilon value (sum of haplotype frequency differences between two steps of the EM algorithm) to be

reached for the EM algorithm to stop when estimating haplotype frequencies.

[Profile]
Title="Genotypic Data, Phase Unknown, 5 HLA loci"
NbSamples=1
GenotypicData=1
DataType=STANDARD
LocusSeparator=WHITESPACE
MissingData=’?’
GameticPhase=0
RecessiveData=1
RecessiveAllele="xxx"
FrequencyThreshold=0.00001
EpsilonValue=0.000000001

[Data]
[[Samples]]
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SampleName="Population 1"
SampleSize=63
SampleData={

MAN0102 12 A33 Cw10 B70 DR1304 DQ0301
A33 Cw10 B7801 DR1304 DQ0302

MAN0103 22 A33 Cw10 B70 DR1301 DQ0301
A33 Cw10 B7801 DR1302 DQ0501

MAN0108 23 A23 Cw6 B35 DR1102 DQ0301
A29 Cw7 B57 DR1104 DQ0602

MAN0109 6 A30 Cw4 B35 DR0801 xxx
A68 Cw4 B35 DR0801 xxx

}

����([DPSOH�RI�'1$�VHTXHQFH�GDWD��+DSORW\SLF�

Here, we define 3 population samples of haplotypic DNA sequences. A simple genetic structure is defined that just
incorporates the three population samples into a single group of populations.

[Profile]
Title="An example of DNA sequence data"
NbSamples=3
GenotypicData=0
DataType=DNA
LocusSeparator=NONE

[Data]
[[Samples]]

SampleName="Population 1"
SampleSize=6
SampleData= {

000 3 GACTCTCTACGTAGCATCCGATGACGATA
001 1 GACTGTCTGCGTAGCATACGACGACGATA
002 2 GCCTGTCTGCGTAGCATAGGATGACGATA

}
SampleName="Population 2"
SampleSize=8
SampleData= {

000 1 GACTCTCTACGTAGCATCCGATGACGATA
001 1 GACTGTCTGCGTAGCATACGACGACGATA
002 1 GCCTGTCTGCGTAGCATAGGATGACGATA
003 1 GCCTGTCTGCCTAGCATACGATCACGATA
004 1 GCCTGTCTGCGTACCATACGATGACGATA
005 1 GCCTGTCCGCGTAGCGTACGATGACGATA
006 1 GCCCGTGTGCGTAGCATACGATGGCGATA
007 1 GCCTGTCTGCGTAGCATGCGACGACGATA

}
SampleName="Population 3"
SampleSize=6
SampleData= {

023 1 GCCTGTCTGCGTAGCATACGATGACGGTA
024 1 GCCTGTCTGCGTAGCGTACGATGACGATA
025 1 GCCTGTCTGCGTAGCATACGATGACGATA
026 1 GCCTGTCCGCGTAGCATACGGTGACGGTA
027 1 GCCTGTCTGCGTGGCATACGATGACGATG
028 1 GCCTGTCTGCGTAGCATACGATGACGATA

}
[[Structure]]

StructureName="A group of 3 populations analyzed for DNA"
NbGroups=1
Group= {

"Population 1"
"Population 2"
"Population 3"
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}

����([DPSOH�RI�PLFURVDWHOOLWH �GDWD��*HQRW\SLF�

In this example, we show how to prepare a project file consisting in microsatellite data. Four population samples are

defined. Three microsatellite loci only have been analyzed in diploid individuals. The different genotypes are output

on two separate lines. The frequencies of the different genotypes are listed in the second column of the first line of

each genotype. Alternatively, one could just output the genotype of each individual, and simply set its frequency to 1.

One should however be careful to use different identifiers for each individual. It does not matter if different genotype

labels refer to the same genotype content. Here, only a few different genotypes have been found in each of the

populations (which should not correspond to most real situations, but we wanted to save space). The genotypes consist

in the number of repeats found at each locus.  The genetic structure to be analyzed consists in 2 groups, each made up

of 2 populations.

To make things clear, the genotype "Genot1" in the first population, has been observed 27 times. For the first locus,

12 and 13 repeats were observed, 22 and 23 repeats were observed for the second locus, and finally 16 and 17 repeats

were found at the third locus.

[Profile]
Title="A small example of microsatellite data"
NbSamples=4
GenotypicData=1
#Unknown gametic phase between the 2 loci
GameticPhase=0
DataType=MICROSAT
LocusSeparator=WHITESPACE

[Data]
  [[Samples]]

SampleName="MICR1"
SampleSize=28
SampleData= {

Genot1 27 12 23 17
13 22 16

Genot2 1 15 22 16
13 22 16

}
SampleName="MICR2"
SampleSize=59
SampleData= {

Genot3 37 12 24 18
12 22 16

Genot4 1 15 20 18
13 22 18

Genot5 21 14 22 16
14 23 16

}
SampleName="MICR3"
SampleSize=30
SampleData= {

Genot6 17 12 21 16
13 22 15

Genot7 1 12 20 16
13 23 16

Genot8 12 10 22 15
12 22 15

}
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SampleName="MICR4"
SampleSize=16
SampleData= {

Genot9 15 13 24 16
13 23 17

Genot10 1 12 24 16
13 23 16

}
[[Structure]]

StructureName="Test microsat structure"
NbGroups=2
#We explicitly exclude the individual level from the genetic
#structure. FIS and FIT statistics won’t be computed
IndividualLevel=0
#The first group is made up of the first 2 samples
Group={

"MICR1"
"MICR2"

      }
#The last 2 samples will be put into the second group
Group={

"MICR3"
"MICR4"

      }

����([DPSOH�RI�5)/3�GDWD�+DSORW\SLF�

In this example, we show how to use a definition list of RFLP haplotypes. Different RFLP haplotypes are first defined

in the  [[HaplotypeDefinition]] section. The allelic content of each haplotype is then defined after a given

identifier. The identifier is then used at the population samples level. Note that the list of haplotypes can include

haplotypes that are not listed in the population samples. The genetic diversity of the samples is then simply described

as a list of haplotypes found in each population as well as their sample frequencies.

[Profile]
Title="A small example of RFLP data: 3 populations"
NbSamples=3
GenotypicData=0
DataType=RFLP
LocusSeparator=WHITESPACE
#We tell Arlequin to compute Euclidian square distances between
#the haplotypes listed below
CompDistMatrix=1
MissingData=’?’

[Data]
[[HaplotypeDefinition]]

HaplListName="A fictive list of RFLP haplotypes"
HaplList= {

1 000011100111010011011001001011001101110100101101100
2 100011100111010011011001001011001101110100101100100
6 000011100111010010011001001011001101110100101101100
7 100011100111010011011001001011001101110100101101100
8 000011100111010011011001001001001101110100101101100
11 000001100111011011011001001011001101110100101111100
12 000011100111010011011001101011001101110100101101100
17 000011100111010011011001001011001100110100101101100
22 000011100111011011011001001011001101110100101100100
36 000011100111010011011001001010001100110100101101100
37 000011100111011011011001001111001101110100101100100
38 000111100111010011011001001011001101110100101101100
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40 000011100111000011011001001011001101110100101101100
47 000011100111010011011001001011001101110100101100100
139 000011100111010011011001001011001111110100101001110
140 000011100111010011011001001011001101110100101100101
141 000011100111010010011001000011001101110100101100100

}
[[Samples]]

#1
SampleName="pop 1"
SampleSize=28
SampleData= {

1 27
40 1

}
#2
SampleName="pop 2"
SampleSize=75
SampleData= {

1 37
17 1
6 21
7 1
2 1
22 5
11 2
36 1
139 1
47 1
140 1
141 1
37 1
38 1

}
#3
SampleName="pop 3"
SampleSize=48
SampleData= {

1 46
8 1
12 1

}
[[Structure]]

StructureName="A single group of 3 samples"
NbGroups=1
Group={

"pop 1"
"pop 2"
"pop 3"

}

����([DPSOH�RI�VWDQGDUG�GDWD ��*HQRW\SLF�GDWD��NQRZQ�JDPHWLF�SKDVH�

In this example, we have defined 3 samples consisting of standard multi-locus data with known gametic phase. It
means that the alleles listed on the same line constitute a haplotype on a given chromosome. For instance, the
genotype G1 is made up of the two following haplotypes: AD on one chromosome and BC on the second, A and b
being two alleles at the first locus, and C and D being two alleles at the second locus. Note that the same allele
identifier can be used in different loci.  This is obviously true for Dna sequences, but it also holds for all other data
types.

[Profile]
Title="An example of genotypic data with known gametic phase"
NbSamples=3
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GenotypicData=1
GameticPhase=1
#There is no recessive allele
RecessiveData=0
DataType=STANDARD
LocusSeparator=WHITESPACE

[Data]
  [[Samples]]

SampleName="standard_pop1"
SampleSize=20
SampleData= {

G1 4 A D
B C

G2 5 A B
A A

G3 3 B B
B A

G4 8 D C
D C

}
SampleName="standard_pop2"
SampleSize=10
SampleData= {

G5 5 A C
C B

G6 5 B C
D B

}
SampleName="standard_pop3"
SampleSize=15
SampleData= {

G7 3 A D
C A

G8 12 A C
B B

}

[[Structure]]
StructureName="Two groups"
NbGroups=2
Group={

"standard_pop1"
}
Group={

"standard_pop2"
"standard_pop3"

}

��
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��$5/(48,1�,17(5)$&(

The Arlequin

interface has been

written in Java in

order to present a

consistent look and

behavior across

different platforms.

The graphical interface is made up of a series of tabbed dialog boxes, whose content varies dynamically depending on

the type of data currently analyzed.

����0HQXV

Only two menus will appear at the top of the program window.

������)LOH�0HQX

The menu by which you can open or close projects files.

n Open project...  Call a dialog box listing the last 10 opened projects, and allowing you to

browse files on your disk.

n Close project...  Closes the active project file.

n Quit Exits Arlequin and closes all windows (Java graphic interface and

console window).

������+HOS�0HQX

The menu to get access to the Help File System
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n About Some information about Arlequin, its authors, contact address and the

Swiss NSF grants that supported its development.

n Help... Calls Arlequin help file. Actually it attempts at opening the file

"arlequin.pdf" into the web browser. You thus need to have installed the

Adobe Acrobat extensions in your web browser.

����7RROEDUV

Arlequin’s toolbar contains icons that are shortcuts to some commonly used menu items as shown below.  Clicking on

one of these icons is equivalent to activating the corresponding menu item.

Open a project file

$UOHTXLQ�WRRO�EDU�ZKHQ�QR�SURMHFW�LV�RSHQHG�

Reload the
opened project
into Arlequin

Close the open
project

Start the
calculations

Stop the
calculations

Refresh
screen

$UOHTXLQ�WRRO�EDU�ZKHQ�D�SURMHFW�LV�RSHQHG�

����7DE�GLDORJ�ER[HV

Most of the tasks that Arlequin can perform are possible irrespective of the data type. Nevertheless, the testing

procedure that might be used for performing a given task (e.g. testing linkage disequilibrium) may depend on the data

type. The aim of this section is to give an overview of what happens in which situation and how to set up the

numerous options in an optimal way.

The items that appear «grayed» in Arlequin’s dialog boxes indicate that a given task is not possible in the current

situation. For example, if you open a project containing haplotypic data, it is not possible to test Hardy-Weinberg

equilibrium, and the task will appear as «grayed» in the dialog box. Or, for STANDARD data it is not possible to set

up the transversion, transition, and deletion weights.

The way inter-haplotypic distances are calculated depends also on the data type. According to the situation, different

lists of distance methods are presented in the dialog box.

Arlequin’s interactive graphical user interface should prevent the user from selecting tasks impossible to perform, or

from setting up parameters that are not taken into account in the analyses.
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We do now describe the different dialog boxes accessible in Arlequin.

We have sometimes used the following symbols to specify which type of input was expected in the dialog boxes:

[f] : parameter to be set in the dialog box as a floating number.

[i] : parameter to be set in the dialog box as an integer.

[b] : check box (two states: checked or unchecked).

[m] : multiple selection radio buttons.

[l] : List box, allowing the selection of an item in a downward scrolling list.

[r] : read only setting, cannot be changed by the user.

������2SHQ�SURMHFW

In this dialog box, one can select a new project to analyze: either from a list showing the last 10

opened projects, or by browsing the hard disk, using the %URZVH�QHZ button. One can also specify

whether the chosen file is a project file or a batch file listing a series of project files to be

analyzed.
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������&RQILJXUDWLRQ

Different options can be specified in this tabbed dialog box.

� 8VH�DVVRFLDWHG�VHWWLQJV: By checking the 8VH�DVVRFLDWHG�VHWWLQJV checkbox, the settings and options last

specified for your project will be used when opening a project file. When closing a project file, Arlequin

automatically saves the current calculation settings for that particular project. Check this box if you want

Arlequin to automatically load the settings associated to each project. If this box is unchecked, the same settings

will be used for different projects.

� $SSHQG�5HVXOWV: If the option $SSHQG�5HVXOWV is checked, the results of the current computations are appended to

the one of previous calculations, otherwise the results of previous analyses are erased, and only the last results are

overwritten in the result file.

� ,QFOXGH�GLVWDQFH�PDWUL[ LQWR�UHVXOWV: If checked, the inter-haplotypic distance matrix used to evaluate the

molecular diversity is printed in the result file.

� .HHS�$029$�QXOO�GLVWULEXWLRQV: If this option is checked, the null distributions of 2
Dσ , 2

Eσ , 2
Fσ , and 2

Gσ
generated by an AMOVA analysis are written in files having the same name as the project file, but with the
extensions .YD, .YE, .YF, and .YG� respectively.

� /RFDWLRQ�RI�%URZVHU�WR�YLHZ�UHVXOWV: Specifies the path and filename of the chosen web browser, where html
result files will be output.

� /RFDWLRQ�RI�(GLWRU�WR�YLHZ�SURMHFW: Specifies the path and filename for the chosen text editor one can use to

edit the Arlequin projects and view the log files in case of errors during the computations
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� )LOH�V\VWHP�IROGHU�VHSDUDWRU: Separator used by the operating system to specify the directory hierarchy. It is

usually a "\" for Windows, a":" for MacOS, and a "/" for Linux.

� &RUH�URXWLQH�XVHG�WR�SHUIRUP�FRPSXWDWLRQV  [r]: The name of the compiled program called by the Java

interface to make the computations specified by the interface.

������3URMHFW�:L]DUG

In order to help you setting up quickly a project file, Arlequin can create the outline of a project file for you.

This dialog box should allow you to quickly define which type of data you have and some of its peculiarities.

• 'DWD�ILOH

Specify the name of the target file (the new Arlequin project) by browsing your hard drive. It should have the

extension “.arp”.

• 'DWD�W\SH

Specify which W\SH�RI�GDWD you want to analyze (DNA, RFLP, Microsat, Standard, or Frequency).

Specify if the data is under JHQRW\SLF or KDSORW\SLF form.

Specify if the JDPHWLF�SKDVH is known (for genotypic data only).

Specify if there are UHFHVVLYH�DOOHOHV (for genotypic data only)

• &RQWUROV
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Specify the number of population samples defined in the project

Choose a ORFXV�VHSDUDWRU

Specify the character coding for PLVVLQJ�GDWD

Specify the FRGH�IRU�WKH�UHFHVVLYH�DOOHOH

• 2SWLRQDO�VHFWLRQV

Specify if you want to include a global OLVW�RI�KDSORW\SHV

Specify if you want to include a predefined GLVWDQFH�PDWUL[

Specify if you want to include a JURXS�VWUXFWXUH

By pressing the 2SHQ�RXWOLQH�DV�SURMHFW�EXWWRQ, an empty outline of a project file will be created for you and it will be

automatically loaded into your text editor.

������,PSRUW�GDWD

With this dialog box you can quickly translate data into several other file formats often us in population genetics

analyses. The currently supported formats are:

• Arlequin ver. 1.1

• GenePop ver. 1.0,

• Biosys  ver.1.0,

• Phylip ver. 3.5
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• Mega ver. 1.0

• Win Amova ver. 1.55.

The translation procedure is as follows:

1. Select the source file with the upper right %URZVH button.

2. Select the format of the source data file, as well as that of the target file.

3. A default extension is automatically given to the target file, but you can change the target file name and

extension in the edit field.

4. The file conversion is started by pressing on the central button.

5. In some cases, you might be asked for some additional information, for instance if input data is fractionated

in several input files (like in WinAmova).

6. If you have selected to translate a data file into the Arlequin file format, you’ll have the option to load the

newly created project file into the Arlequin Java Interface.

������/RDGHG�3URMHFW

Once a project has been loaded, the 3URMHFW tab dialogbecomes active. It shows a brief outline of the project in an

explorable tree pane, and a few information on the data type. The project can be edited by pressing the (GLW�3URMHFW

button that will launch the text editor currently specified in the &RQILJXUDWLRQ tab dialog. All the information shown
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under the project profile section is read only. In order to modify them, you need to edit the project file with your text

editor and reload the project by pressing the 5HORDG�SURMHFW��� button at the top of the above window.

n 3URMHFW�WLWOH[r]: The title of the project as entered in the project.

n *HQRW\SLF�GDWD [r]: Specifies whether input data consist of diploid genotypic data or haplotypic data. For

genotypic data, the diploid information of each genotype is entered on separate lines in the input file. The

gametic phase of the genotype can be either assumed to be known or unknown. If the gametic phase is

known, then the treatment of the data will be essentially similar to that of haplotypic data.

n *DPHWLF�SKDVH [r]: Specifies whether the gametic phase is known or unknown when the input file is

made up of genotypic data.

n 5HFHVVLYH�GDWD [r]: Specifies if the data contains a recessive allele or not.

n 'DWD�W\SH [r]: Data type in the input file.

n /RFXV�VHSDUDWRU[r]: The character used to separate allelic information at adjacent loci.

n 0LVVLQJ�GDWD[r]: The character used to represent missing data at any locus. By default,  a question mark

(?) is used for unknown alleles.

n 5HFHVVLYH�DOOHOH [r]: Specifies the identifier of the recessive allele.

������%DWFK�ILOHV

The project files found in the selected batch file appear listed in the left pane window.
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� 8VH�DVVRFLDWHG�VHWWLQJV [b].: Use this button if you have prepared settings files associated to each project.

� 8VH�LQWHUIDFH�VHWWLQJV [b] : Use this button if you want to use the same predefined calculation settings for all

project files.

� 5HVXOWV�WR�VXPPDUL]H: This option allows you to collect a summary of the results for each file found in the

batch list. These results are written in different files, having the extension 
�VXP. These VXPPDU\�ILOHV will be

placed into the same directory as the batch file.

/LVW�RI�VXPPDU\�ILOHV�WKDW�DUH�FUHDWHG�E\�DFWLYDWLQJ�GLIIHUHQW�FKHFNER[HV�

&KHFNER[ 6XPPDU\�ILOH 'HVFULSWLRQ

*HQH�GLYHUVLW\ gen_div.sum Gene diversity of each sample

1XFOHRWLGH�FRPSRVLWLRQ nucl_comp.sum Nucleotide composition of each sample

0ROHFXODU�GLYHUVLW\ mold_div.sum Molecular diversity indexes of each sample

0LVPDWFK�GLVWULEXWLRQ mismatch.sum Mismatch distribution for each sample

7KHWD�YDOXHV theta.sum Different theta values for each sample

/LQNDJH�GLVHTXLOLEULXP l_d_pro.sum Significance level of linkage disequilibrium for each
pair of loci

link_dis.sum Number of significantly linked loci per locus

+DUG\�:HLQEHUJ hw.sum Test of departure from Hardy-Weinberg equilibrium

7DMLPD¶V�WHVW tajima.sum Tajima’s test of selective neutrality

)X¶V�)V�WHVW fu_fs.sum Fu’s )6 test of selective neutrality

(ZHQV�:DWWHUVRQ ewens.sum Ewens-Watterson tests of selective neutrality

&KDNUDERUW\¶V�WHVW chakra.sum Chakraborty’s test of population amalgamation

3RSXODWLRQ�FRPSDULVRQV coanst_c.sum Matrix of Reynolds genetic distances (in linear form)

NM_value.sum Matrix of Nm values between pairs of populations (in
linear form)

slatkin.sum Matrix of Slatkin’s genetic distance (in linear form)

tau_uneq.sum Matrix of divergence times between populations,
taking into account unequal population sizes (in
linear form)

pairdiff.sum Matrix of mean number of pairwise differences

between pairs of samples (in linear form)

pairdist.sum Different genetic distances for each pair of
population (only clearly readable if 2 samples in the
project)
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������&DOFXODWLRQ�6HWWLQJV

The &DOFXODWLRQ�6HWWLQJV tabbed dialog is divided into three zones:

At the upper left, a WUHH�VWUXFWXUH allows the user to quickly select which task to perform. The options for those tasks

(VHWWLQJV) will appear in the lower pane of the dialog. Finally, an upper right pane will show some LQIRUPDWLRQ on the

task selected in the lower pane.

If a particular computation has been selected, it will be reflected by a "+" sign in the tree structure.

• 6HWWLQJV: Three buttons always allow to perform particular actions on the settings:

� /RDG: Load a particular set of settings previously saved into a settings file (extension ".DUV") .

� 6DYH: Saves the current settings into a given setting files  (extension ".DUV") .

� 5HVHW: Reset all settings to default values.
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��������*HQHUDO�6HWWLQJV

• 3URMHFW�ILOH [r]: The name of the project file containing the data to be analyzed (it usually has the ".DUS"

extension).

• 5HVXOW�ILOHV: The html file containing the results of the analyses generated by Arlequin (it has the same name as

the project file, but the ".KWP� extension).

• +70/�ILOH [r]: The main html file containing the structure of the result files.

• $PRYD�KLVWRJUDPV [r]: Specifies the name of an output file where the histograms of the covariance component

null distributions are output. By default, the name is set to DPRBKLVW�[O. It is a tabulated text file which can be

read directly by MS-Excel, for a graphical output of the distributions.
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• 3RO\PRUSKLVP�FRQWURO�

n $OORZHG�PLVVLQJ�OHYHO�SHU�VLWH [f]: Specify the fraction of missing data allowed for any locus to be taken

into account in the analyses. For instance, a level of 0.05 means that a locus with more than 5% of missing

data will not be considered in any analysis. This option is especially useful when dealing with DNA data

where different individuals have been sequenced for slightly different fragments. Setting a level of zero will

force the analysis to consider only those sites that have been sequenced in all individuals. Alternatively,

choosing a level of one means that all sites will be considered in the analyses, even if they have not been

sequenced in any individual (not a very smart choice, however).

n 7UDQVYHUVLRQ�ZHLJKW [f]: The weight given to transversions when comparing DNA sequences.

n 7UDQVLWLRQ�ZHLJKW [f]: The weight given to transitions when comparing DNA sequences.

n 'HOHWLRQ�ZHLJKW [f]: The weight given to deletions when comparing DNA or RFLP sequences.

n ,QIHU�KDSORW\SHV�IURP�GLVWDQFH�PDWUL[ [m] or 8VH�RULJLQDO�KDSORW\SH�GHILQLWLRQ [m]: With the first option,

similar haplotypes will be identified by computing a distance matrix based on the settings chosen above.

Selecting the second option has the consequence that haplotypes are identified according to their original

identifier.
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• 6HWWLQJV�IRU�WKH�(0�DOJRULWKP: Some settings directly related to haplotype frequency estimation by the

EM algorithm and output.

n 6LJQLILFDQW�GLJLWV�IRU�RXWSXW [i]: The number of significant digits shown for the estimated haplotype

frequencies in the result files.

n (SVLORQ�YDOXH [f]: The criterion used to stop the EM algorithm when estimating haplotype frequencies or

linkage disequilibrium from genotypic data with unknown gametic phase (see section 7.1.3.2). The

criterion is the difference in the sum of haplotypic frequency change between two successive iterations.

The default value is 1e-7.
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��������'LYHUVLW\�LQGLFHV

• 6WDQGDUG�GLYHUVLW\�LQGLFHV [b]: Compute several common indices of diversity, like the number of alleles, the

number of segregating loci, the heterozygosity level, etc. (see section 7.1.1).

• 0ROHFXODU�GLYHUVLW\ [b]: Check box for computing several indices of diversity at the molecular level.

n &RPSXWH�PLQLPXP�VSDQQLQJ�QHWZRUN�DPRQJ�KDSORW\SHV [b]: Computes a minimum spanning tree and

a minimum spanning network among the haplotypes found in each population sample (see section 7.1.2.9).

n 0ROHFXODU�GLVWDQFH [l]: Choose the type of distance used when comparing haplotypes (see section 7.1.2.5

and below).

n *DPPD�D�YDOXH [f]: Set the value for the shape parameter of the gamma function, when selecting a

distance allowing for unequal mutation rates among sites. This option is only valid for some distances

computed between DNA sequences. Note that a value of zero deactivates here the Gamma correction of

these distances, whereas in reality, a value of infinity would deactivate the Gamma correction procedure.

n 3ULQW�GLVWDQFH�PDWUL[ [b]: If checked, the inter-haplotypic distance matrix used to evaluate the molecular

diversity is printed in the result file.

n 7KHWD�+RP� [b]:  An estimation of θ  obtained from the observed homozygosity + (see section

7.1.2.3.1).
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n 7KHWD�6� [b]: An estimation of θ  obtained from the observed number of segregating site 6 (see section

7.1.2.3.2).

n 7KHWD�N� [b]: An estimation of θ  obtained from the observed number of alleles N (see section 7.1.2.3.3).

n 7KHWD�π � [b]: An estimation of θ  obtained from the mean number of pairwise differences π̂  (see

section 7.1.2.3.4).

• 0LVPDWFK�GLVWULEXWLRQ [b]: Compute the distribution of the observed differences between all pairs of

haplotypes in the sample (see section 7.1.2.4). It also estimates parameters of a sudden demographic

expansion using a generalized least-square approach, as described in Schneider and Excoffier (1999) (see

section 7.1.2.4).

n 0ROHFXODU�GLVWDQFH [l]: Here we only allow one genetic distance: the mere number of observed differences

between haplotypes.

n 1XPEHU�RI�ERRWVWUDS�UHSOLFDWHV  [l]: The number of coalescent simulations performed using the estimated

parameters of the demographic expansion. The parameters of the stepwise expansion will be re-estimated

for each simulation in order to obtain the empirical distribution of the output statistics such as the sum of

squared deviations between the observed and the expected mismatch, the raggedness index, or percentile

values for each point of the expected mismatch (see section 7.1.2.4) .

• +DSORW\SH�IUHTXHQFLHV�
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Depending on the data type, different methods are used to estimate the haplotypic frequencies.

&DVH�D��+DSORW\SLF�GDWD��RU�JHQRW\SLF��GLSORLG��GDWD�ZLWK�NQRZQ�JDPHWLF�SKDVH

n *HQH�IUHTXHQF\�HVWLPDWLRQ [b]: Estimate the maximum-likelihood haplotype frequencies from the observed

data using a mere gene counting procedure

n (VWLPDWH�DOOHOH�IUHTXHQFLHV�DW�DOO�ORFL: Estimate allele frequencies at all loci separately.

• 6HDUFK�IRU�VKDUHG�KDSORW\SHV�ZLWKLQ�DQG�EHWZHHQ�SRSXODWLRQV [b]: Look for haplotypes that are effectively

similar after computing pairwise genetic distances according to the distance calculation settings in the

3RO\PRUSKLVP�FRQWURO section. For each pair of populations, the shared haplotypes will be printed out. Then will

follow a table that contains, for every group of identified haplotypes, its absolute and relative frequency in each

population. This task is only possible for haplotypic data.
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&DVH�E��*HQRW\SLF�GDWD�ZLWK�XQNQRZQ�JDPHWLF�SKDVH

n 0D[LPXP�OLNHOLKRRG�IUHTXHQFLHV [b]: We estimate the maximum-likelihood (ML) haplotype frequencies

from the observed data using an Expectation-Maximization (EM) algorithm for multi-locus genotypic data

when the gametic phase is not known, or when recessive alleles are present (see section 7.1.3.2).

n +DSORW\SH�OHYHO [b]: Estimate haplotype frequencies for haplotypes defined by alleles at all loci.

n 3DLU�RI�ORFL [b]: Estimate haplotype frequencies for all haplotypes defined for all pairs of loci, as well as

for all loci taken separately. This option can be quite time-consuming when the number of loci is large.

The EM procedure is done with the same settings as those used for the haplotypic frequency estimation.

n /RFXV�E\�ORFXV [b]: Estimate allele frequencies for each locus.

n 1R��RI��VWDUWLQJ�YDOXHV��(0� [i]: Set the number of random initial conditions from which the EM

algorithm is started to repeatedly estimate haplotype frequencies. The haplotype frequencies globally

maximizing the likelihood of the sample will be kept eventually. Figures of 100 or more are usually in

order.

n ,QLWLDO�FRQGLWLRQV�IRU�ERRWVWUDS [i]: Set the number of initial conditions for the bootstrap procedure.

It may be smaller than the number of initial conditions set when estimating the haplotype frequencies,

because the bootstrap replicates are quite time-consuming. Setting this number to small values is

conservative, in the sense that it usually inflates the standard deviations.
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n 0D[LPXP�QR��RI�LWHUDWLRQV [i]: Set the maximum number of iterations allowed in the EM algorithm.

The iterative process will have at most this number of iterations, but may stop before if convergence

has been reached. Here, convergence is reached when the sum of the differences between haplotypes

frequencies between two successive iterations is smaller than the epsilon value defined in the (UURU�

5HIHUHQFH�VRXUFH�QRW�IRXQG� section 6.3.2.

n 1R��RI�ERRWVWUDS�UHSOLFDWHV [i]: Set the number of parametric bootstrap replicates of the EM

estimation process on random samples generated from a fictive population having haplotype

frequencies equal to previously estimated ML frequencies. This procedure is used to generate the

standard deviation of haplotype frequencies. When set to zero, the standard deviations are not

estimated.

n 5HFHVVLYH�GDWD [b]: Specify whether a recessive allele is present. This option applies to all loci. The

code for the recessive allele can be specified in the project file (see 3.2.1).

n &RPSDFW�KDSORW\SHV [b]: Specify whether haplotypes can be compacted to get rid of monomorphic

loci. This option just saves up memory and has no effect on the estimation procedure outcome.

��������*DPHWLF�GLVHTXLOLEULXP

• /LQNDJH�GLVHTXLOLEULXP [b]: Test for the presence of significant association between pairs of loci.

This test can be done with all data types except FREQUENCY data type. The number of loci can be arbitrary, but if

there are less than two polymorphic loci, there is no point performing this test.

Different approaches will be used depending on the data type:

&DVH�D���*HQRW\SLF�GDWD�ZLWK�XQNQRZQ�JDPHWLF�SKDVH

A procedure for testing the significance of the association between pairs of loci when the gametic phase is not

known (see section 7.1.4.2). The likelihood of the sample under the hypothesis of no association between

loci (linkage equilibrium) is compared to the likelihood of the sample when association is allowed (see

Slatkin and Excoffier, 1996). The significance of the observed likelihood ratio is found by computing the

null distribution of this ratio under the hypothesis of linkage equilibrium, using a permutation procedure.

n 1R��RI�SHUPXWDWLRQV [i]: Number of random permuted samples to generate. Figures of several thousands

are in order, and 16,000 permutations guarantee to have less than 1% difference with the exact probability

in 99% of the cases (Guo and Thomson, 1992). A standard error for the estimated 3-value is estimated

using a system of batches (Guo and Thomson, 1992).

n 1R��RI�LQLWLDO�FRQGLWLRQV [i]: Sets the number of random initial conditions from which the EM is

started to repeatedly estimate the sample likelihood. The haplotype frequencies globally

maximizing the sample likelihood will be eventually kept. Figures of 100 or more are in order.

n *HQHUDWH�KLVWRJUDP�DQG�WDEOH [b]: Generates an histogram of the number of loci with which

each locus is in disequilibrium, and an V by V table (V being the number of polymorphic loci)

summarizing the significant associations between pairs of loci. This table is generated for

different levels of polymorphism, controlled by the value \: a locus is declared polymorphic if

there are at least 2 alleles with \ copies in the sample (Slatkin, 1994a). This is done because the
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exact test is more powerful at detecting departure from equilibrium for higher values of \

(Slatkin 1994a). The results are output in a file called “ONBKLVW�[O”.

n 6LJQLILFDQFH�OHYHO [f]: The level at which the test of linkage disequilibrium is considered significant for the

output table.:

&DVH�E���([DFW�WHVW�RI�OLQNDJH�GLVHTXLOLEULXP

A test analogous to Fisher’s exact test on a two-by-two contingency table but extended to a contingency

table of arbitrary size (see section 7.1.4.1).

n 1R��RI�VWHSV�LQ�0DUNRY�FKDLQ [i]: The maximum number of alternative tables to explore. Figures of

100,000 or more are in order. Larger values of the step number increases the precision of the 3-value as

well as its estimated standard deviation.

n 1R��RI�GHPHPRUL]DWLRQ�VWHSV [i]: The number of steps to perform before beginning to compare the

alternative table probabilities to that of the observed table. A few thousands steps are necessary to reach a

random starting point corresponding to a table independent from the observed table.

n 5HTXLUHG�SUHFLVLRQ�RQ�SUREDELOLW\ [f]: The precision required on the inferred probability of linkage

equilibrium. A system of batches (Guo and Thomson 1992) is used to constantly estimate the standard-

deviation of the probability. The estimation process is stopped once the required precision has been

reached, or once the maximal number of steps has been performed.
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n *HQHUDWH�KLVWRJUDP�DQG�WDEOH [b]: Generates a histogram of the number of loci with which each locus

is in disequilibrium, and an V by V table (V being the number of polymorphic loci) summarizing the

significant associations between pairs of loci. This table is generated for different levels of

polymorphism, controlled by the value \: a locus is declared polymorphic if there are at least 2 alleles

with \ copies in the sample (Slatkin, 1994a). This is done because the exact test is more powerful at

detecting departure from equilibrium for higher values of \ (Slatkin 1994a). The results are output in a

file called “ONBKLVW�[O”.

n 6LJQLILFDQFH�OHYHO [f]: The level at which the test of linkage disequilibrium is considered significant for

the output table.

n '�DQG�'¶�FRHIILFLHQWV�IRU�DOO�SDLUV�RI�DOOHOHV�DW�GLIIHUHQW�ORFL [b]:

See section 7.1.4.3

1. ': The classical linkage disequilibrium coefficient measuring deviation from random association

between alleles at different loci (Lewontin and Kojima, 1960) expressed as SSLSLM' M−= .

2. '¶: The linkage disequilibrium coefficient ' standardized by the maximum value it can take

( max' ), given the allele frequencies (Lewontin 1964).
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• +DUG\�:HLQEHUJ�HTXLOLEULXP [b]: Test of the hypothesis that the observed diploid genotypes are the

product of a random union of gametes. This test is only possible for genotypic data. Separate tests are carried

out at each locus.

This test is analogous to Fisher’s exact test on a two-by-two contingency table but extended to a contingency

table of arbitrary size (see section 7.1.5). If the gametic phase is unknown the test is only possible locus by

locus. For data with known gametic phase, it is also possible to test the association at the haplotypic level

within individuals.

n 1R��RI�VWHSV�LQ�0DUNRY�FKDLQ [i]: The maximum number of alternative tables to explore. Figures of

100,000 or more are in order.

n 1R��RI�GHPHPRULVDWLRQ�VWHSV [i]: The number of steps to perform before beginning to compare the

alternative table probabilities to that of the observed table. A few thousands steps are necessary to reach a

random starting point corresponding to a table independent from the observed table.
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��������1HXWUDOLW\�WHVWV

Tests of selective neutrality, based either on the infinite-allele model or on the infinite-site model (see section 7.1.6).

• (ZHQV�:DWWHUVRQ�QHXWUDOLW\�WHVWV [b]: Performs tests of selective neutrality based on Ewens sampling theory

in a population at equilibrium (Ewens 1972). These tests are currently limited to sample sizes of 2000 genes or

less and 1000 different alleles (haplotypes) or less.

n Ewens-Watterson homozygosity test: This test, devised by Watterson (1978, 1986), is based on Ewens’

sampling theory, but uses as a statistic the quantity ) equal to the sum of squared allele frequencies,

equivalent to the sample homozygosity in diploids (see section 7.1.6.1).

n Exact test based on Ewens’ sampling theory: In this test, devised by Slatkin (1994b, 1996), the probability

of the observed sample is compared to that of a random neutral sample with same number of alleles and

identical size. The probability of the sample selective neutrality is obtained as the proportion of random

samples, which are less or equally probable than the observed sample.

n 1R��RI�UDQGRP�VDPSOHV [i]: Number of random samples to be generated for the two neutrality tests

mentioned above. Values of several thousands are in order, and 16,000 permutations guarantee to have less

than 1% difference with the exact probability in 99% of the cases (see Guo and Thomson 1992).

• &KDNUDERUW\¶V�WHVW�RI�SRSXODWLRQ�DPDOJDPDWLRQ [b]: A test of selective neutrality and population

homogeneity and equilibrium (Chakraborty, 1990). This test can be used when sample heterogeneity is
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suspected. It uses the observed homozygosity to estimate the population mutation parameter +RPθ . The

estimated value of this parameter is then used to compute the probability of observing N alleles or more in a

neutral sample drawn from a stationary population. This test is based on Chakraborty’s observation that the

observed homozygosity is not very sensitive to population amalgamation or sample heterogeneity, whereas the

number of observed (low frequency) alleles is more affected by this phenomenon.

• 7DMLPD¶V�WHVW�RI�VHOHFWLYH�QHXWUDOLW\ [b]: This test described by Tajima (1989a, 1989b, 1993) compares two

estimators of the population parameter θ , one being based on the number of segregating sites in the sample,

and the other being based on the mean number of pairwise differences between haplotypes. Under the infinite-

site model, both estimators should estimate the same quantity, but differences can arise under selection,

population non-stationarity, or heterogeneity of mutation rates among sites (see section 7.1.6.4).

• )X¶V�)6�WHVW�RI�VHOHFWLYH�QHXWUDOLW\ [b]: This test described by Fu (1997) is based on the probability of

observing N or more alleles in a sample of a given size, conditioned on the observed average number of

pairwise differences. The distribution of the statistic is obtained by simulating samples according to a given

θ value taken as the average number of pairwise differences. This test has been shown to be especially

sensitive to departure from population equilibrium as in case of a population expansion (see section 7.1.6.4).
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��������*HQHWLF�VWUXFWXUH

A dialog box to set up the options for the analysis of population genetic structure, and genetic distances between

populations. The genetic structure is analyzed using an analysis of variance framework (Weir and Cockerham, 1984;

Excoffier et al. 1992; Weir, 1996).

• $029$ ��061�[b]: Analysis of MOlecular VAriance framework and computation of a Minimum Spanning

Network among haplotypes. Estimate genetic structure indices using information on the allelic content of

haplotypes, as well as their frequencies (Excoffier et al. 1992). The information on the differences in allelic

content between haplotypes is entered as a matrix of Euclidean squared distances. The significance of the

covariance components associated with the different possible levels of genetic structure (within individuals,

within populations, within groups of populations, among groups) is tested using non-parametric permutation

procedures (Excoffier et al. 1992). The type of permutations is different for each covariance component (see

section 7.1.7).

The minimum spanning tree and network is computed among all haplotypes defined in the samples included

in the genetic structure to test (see section 7.1.8).

The number of hierarchical levels of the variance analysis and the kind of permutations that are done depend

on the kind of data, the genetic structure that is tested, and the options the user might choose. All details will

be given in section 7.1.7.
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n /RFXV�E\�ORFXV�$029$ [b]: A separate AMOVA can be performed for each locus separately. For this purpose,

we use the same number of permutations as in the global Amova.

n 1R��RI��SHUPXWDWLRQV [i]: Enter the number of permutations used to test the significance of covariance

components and fixation indices. A value of zero will not lead to any testing procedure. Values of several

thousands are in order for a proper testing scheme, and 16 000 permutations guarantee to have less than 1%

difference with the exact probability in 99% of the cases (Guo and Thomson 1992).

The number of permutations used by the program might be slightly larger. This is the consequence of

subdivision of the total number of permutation in batches for estimating the standard error of the 3-value.

Note that if several covariance components need to be tested, the probability of each covariance component

will be estimated with this number of permutation. The distribution of the covariance components is output

into a tabulated text file called DPRBKLVW�[O, which can be directly read into MS-EXCEL .

n &RPSXWH�PLQLPXP�VSDQQLQJ�QHWZRUN�DPRQJ�KDSORW\SHV. A Minimum Spanning Tree and a Minimum

Spanning Network are computed from the distance matrix used to perform the AMOVA calculations.

n ,QFOXGH�LQGLYLGXDO�OHYHO�IRU�JHQRW\SH�GDWD [b]: Include the intra-individual covariance component of

genetic diversity, and its associated fixation indices. It thus takes into account the differences between

genes found within individuals. This is another way to test for global departure from Hardy-Weinberg

equilibrium. The selection of this option is only possible for genotypic data with known gametic phase.

n &KRLFH�RI�(XFOLGLDQ�VTXDUH�GLVWDQFHV [m]:

n 8VH�SURMHFW�GLVWDQFH�PDWUL[ [m]� Use the distance matrix defined in the project file (if available)

n &RPSXWH�GLVWDQFH�PDWUL[ [m]� Compute a given distance matrix based on a method defined below.

With this setting selected, the distance matrix potentially defined in the project file will be ignored. This

matrix can be generated either for haplotypic data or genotypic data (Michalakis and Excoffier, 1996)

n 8VH�FRQYHQWLRQDO�)�VWDWLVWLFV [m]��With this setting activated, we will use a lower diagonal distance

matrix, with zeroes on the diagonal and ones as off-diagonal elements. It means that all distances

between non-identical haplotypes will be considered as identical, implying that one will bas the analysis

of genetic structure only on allele frequencies.

n 'LVWDQFH�EHWZHHQ�KDSORW\SHV [m]� Select a distance method to compute the distances between haplotypes.

Different square Euclidean distances can be used depending on the type of data analyzed.

n *DPPD�D�YDOXH [f]: Set the value for the shape parameter D of the gamma function, when selecting a

distance allowing for unequal mutation rates among sites. See the Molecular diversity section 7.1.2.5.
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• 3RSXODWLRQ�FRPSDULVRQV [b]: Computes different indexes of dissimilarities (genetic distances) between pairs

of populations, like  )67 statistics and transformed pairwise )67 ‘s that can be used as short term genetic

distances between populations (Reynolds et al. 1983; Slatkin, 1995), but also Nei’s mean number of pairwise

differences within and between pairs of populations.

The significance of the genetic distances is tested by permuting the haplotypes or individuals between the

populations. See section ����� for more details on the output results (genetic distances and migration rates

estimates between populations).

n &RPSXWDWLRQ�RI�)67 [b]: Computes pairwise )67 ‘s for all pairs of populations

n 5H\QROGV¶V�GLVWDQFH [b]: Computes Reynolds’ et al. (1983) linearized )67  for short divergence time (see

section 7.1.10.1).

n 6ODWNLQ¶V�GLVWDQFHV [b]: Computes Slatkin’s (1995) genetic distance derived from pairwise )67  (see section

7.1.10.2).

n 3DLUZLVH�GLIIHUHQFHV [b]: Computes Nei’s average number of pairwise differences within and between

populations (Nei and Li, 1979) (see section 7.1.10.4)

n &RPSXWH�UHODWLYH�SRSXODWLRQ�VL]HV [b]: Computes relative population sizes for al pairs of

populations, as well as divergence times between populations taking into account these potential

differences between population sizes (Gaggiotti and Excoffier 2000) (see section 7.1.10.5)
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n 1R��RI�SHUPXWDWLRQV [i]: Enter the required number of permutations to test the significance of the derived

genetic distances.. If this number is set to zero, no testing procedure will be performed. Note that this

procedure is quite time consuming when the number of populations is large.

n &KRLFH�RI�(XFOLGLDQ�GLVWDQFH [m]:

n 8VH�SURMHFW�GLVWDQFH�PDWUL[ [m]� Use the distance matrix defined in the project file (if available)

n &RPSXWH�GLVWDQFH�PDWUL[ [m]� Compute a given distance matrix based on a method defined below.

With this setting selected, the distance matrix potentially defined in the project file will be ignored. This

matrix can be generated either for haplotypic data or genotypic data (Michalakis and Excoffier, 1996)

n 8VH�FRQYHQWLRQDO�)�VWDWLVWLFV [m]��With this setting activated, we will use a lower diagonal distance

matrix, with zeroes on the diagonal and ones as off-diagonal elements. It means that all distances

between non-identical haplotypes will be considered as identical, implying that one will bas the analysis

of genetic structure only on allele frequencies.

n 'LVWDQFH�EHWZHHQ�KDSORW\SHV [m]� Select a distance method to compute the distances between haplotypes.

Different square Euclidean distances can be used depending on the type of data analyzed.

n *DPPD�D�YDOXH [f]: Set the value for the shape parameter D of the gamma function, when selecting a

distance allowing for unequal mutation rates among sites. See the Molecular diversity section 7.1.2.5

• ([DFW�WHVW�RI�SRSXODWLRQ�GLIIHUHQWLDWLRQ [b]: We test the hypothesis of random distribution of the

individuals between pairs of populations as described in Raymond and Rousset (1995) and Goudet et al.
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(1996). This test is analogous to Fisher’s exact test on a two-by-two contingency table, but extended to a

contingency table of size two by (no. of  haplotypes). We do also an exact differentiation test for all

populations defined  in the project by constructing a table of size (no. of populations) by (no. of  haplotypes).

(Raymond and Rousset, 1995).

� 1R��RI�VWHSV�LQ�0DUNRY�FKDLQ [i]: The maximum number of alternative tables to explore. Figures of

100,000 or more are in order. Larger values of the step number increases the precision of the 3-value as

well as its estimated standard deviation.

� 1R��RI�GHPHPRULVDWLRQ�VWHSV [i]: The number of steps to perform before beginning to compare the

alternative table probabilities to that of the observed table. A few thousands steps are necessary to reach a

random starting point corresponding to a table independent from the observed table.

� *HQHUDWH�KLVWRJUDP�DQG�WDEOH [b]: Generates a histogram of the number of populations which are

significantly different from a given population, and a V by V table (V being the number of populations)

summarizing the significant associations between pairs of populations.  An association between two

populations is considered as significant or not depending on the significance level specified below.

� 6LJQLILFDQFH�OHYHO [f]: The level at which the test of differentiation is considered significant for the output

table. If the 3�value is smaller than the 6LJQLILFDQFH�OHYHO, then the two populations are considered as

significantly different.

• *HQRW\SH�DVVLJQPHQW
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� *HQRW\SH�DVVLJQPHQW: Computes the log likelihood of the genotype of each individual in every sample,

as if it was drawn from a population sample having allele frequencies equal to those estimated for each

sample (Paetkau et al. 1997; Waser and Strobeck, 1998). Multi-locus genotype likelihoods are computed

as the product of each locus likelihood, thus assuming that the loci are independent. The output result file

lists, for each population, a table of the log-likelihood of each individual genotype in all populations (see

section 7.1.12).

��������0DQWHO�WHVW

• 0DQWHO�WHVW�RI�FRUUHODWLRQ�EHWZHHQ�GLVWDQFH�PDWULFHV: Test the correlation or the partial correlations between

2 or 3 matrices by a permutation procedure (Mantel, 1967; Smouse et al. 1986).

� 1XPEHU�RI�SHUPXWDWLRQV: Sets the number of permutations for the Mantel test.
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��0(7+2'2/2*,&$/�287/ ,1(6

The following table gives a rapid overview of the methods implemented in Arlequin. A á indicates that the task

corresponding to the table entry is possible. Some tasks are only possible or meaningful if there is no recessive data,

and those cases are marked with a r

'DWD�W\SHV

'1$��DQG�5)/3 0LFURVDW 6WDQGDUG )UHTXHQF\

7\SHV�RI�FRPSXWDWLRQV *� *� + *� *� + *� *� +

Standard indices r á á á á á á á á á á

Molecular diversity r á á á á á á á á á

Mismatch distribution á á á á á á

Haplotype frequency estimation á á á á á á á á á á

Linkage disequilibrium á á á á á á á á á

Hardy-Weinberg equilibrium r á á á á á á

Tajima’s neutrality test á á

Fu’s neutrality test á á

Ewens-Watterson neutrality testsá á á á á

Chakraborty’s amalgamation testá á á á á

Search for shared haplotypes
between samples

á á á á

AMOVA r á á á á á á á á á á

Minimum Spanning Network1 á á á á á á

Pairwise genetic distances r á á á á á á á á á á

Exact test of population r
differentiation

á á á á á á á á á á

Individual assignment test r á á á

Mantel test á á á á á á á á á á

G+: Genotypic data, gametic phase known

G- : Genotypic data, gametic phase unknown

H  : Haplotypic data
1 Computation of minimum spanning network between haplotypes is only possible if a distance matrix is provided or

if it can be computed from the data.
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����,QWUD�SRSXODWLRQ�OHYHO�PH WKRGV

������6WDQGDUG�GLYHUVLW\�LQGLFHV

��������*HQH�GLYHUVLW\

 Equivalent to the expected heterozygosity for diploid data. It is defined as the probability that two randomly chosen

haplotypes are different in the sample. Gene diversity and its sampling variance are estimated as
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 where Q is the number of gene copies in the sample, N is the number of haplotypes, and LS is the sample frequency

of the L-th haplotype.

 5HIHUHQFH:

Nei, 1987, p.180.

��������1XPEHU�RI�XVDEOH�ORFL

 Number of loci that present less than a specified amount of missing data. The maximum amount of missing data

must be specified in the *HQHUDO�6HWWLQJV dialog box.

��������1XPEHU�RI�SRO\PRUSKLF�VL WHV��6�

 Number of usable loci that present more than one allele per locus.

������0ROHFXODU�LQGLFHV

��������0HDQ�QXPEHU�RI�SDLUZLVH �GLIIHUHQFHV��π�

 Mean number of differences between all pairs of haplotypes in the sample. It is given by

 LMML
LM

N

L

GSS ˆˆ
1

∑∑
<=

=π ,

 where LMĜ is an estimate of the number of mutations having occurred since the divergence of haplotypes L and M, , N

is the number of haplotypes, and LS  is the frequency of haplotype L��The total variance (over the stochastic and the

sampling process), assuming no recombination between sites and selective neutrality, is obtained as
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 Note that similar formulas are also used for 0LFURVDW and 6WDQGDUG data, even though the underlying assumptions of

the model may be violated.

 5HIHUHQFHV:

 Tajima, 1983

 Tajima, 1993

��������1XFOHRWLGH�GLYHUVLW\�RU�DYHUDJH�JHQH�GLYHUVLW\�RYHU�/�ORFL���5)/3�DQG�'1$�GDWD�

 It is the probability that two randomly chosen homologous nucleotides are different. It is equivalent to the gene

diversity at the nucleotide level.
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 Note that similar formulas are used for computing the average gene diversity over / loci for Microsat and Standard

data, assuming no recombination and selective neutrality. As above, one should be aware that these assumption may

not hold for these data types.

5HIHUHQFHV:

Tajima, 1983

Nei, 1987, p. 257

��������7KHWD�HVWLPDWRUV

Several methods are used to estimate the population parameter 0X2=θ , where 0 is equal to 2�1 for diploid

populations of size 1 , or equal to 1 for haploid populations, and X is the overall mutation rate at the haplotype level.

����������7KHWD�+RP�

The expected homozygosity in a population at equilibrium between drift and mutation is usually given by

1

1

+
=

θ
+ .

However, Zouros (1979) has shown that this estimator was an overestimate when estimated from a single or a few

loci.  Although he gave no closed form solution, Chakraborty and Weiss (1991) proposed to iteratively solve the

following relationship between the expectation of +θ̂  and the unknown parameter θ







++

++=
)3)(2(

)1(2
1)ˆ(E

θθ
θθθ+ (Zouros, 1979)
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starting with a first estimate of +θ̂  of ++ /)1( − , and equating it to its expectation.

Chakraborty and Weiss (1991) give an approximate formula for the standard error of +θ̂  as

[ ]4)2(10)4)(3)(2()1(

)(s.d.)3()2(
)ˆ(s.d.

2

22

+++++++
++≈

θθθθθ
θθθ

+

+
+ ,

where )(s.d. + is the standard error of + given in section 7.1.1.1.

����������7KHWD�6�

6θ̂  is estimated from the infinite-site equilibrium relationship (Watterson, 1975) between the number of

segregating sites (6), the sample size (Q) andθ  for a sample of non-recombining DNA:
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 The variance of 6θ̂  is obtained as
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����������7KHWD�N�

Nθ̂ is estimated from the infinite-allele equilibrium relationship (Ewens, 1972) between the expected number of

alleles (N), the sample size (Q) and θ :

 ∑
+

=
−

=

1

0

1
)(E

Q

L L
N

θ
θ

 Instead of the variance of Nθ̂ , we give the limits ( 0θ̂ and 1θ̂ ) of a 95% confidence interval around Nθ̂ , obtained

from Ewens (1972)

 025.0) | alleles  than lessPr( 0 ==θθN

 025.0) | alleles  than more Pr( 1 == θθN ,
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 These probabilities are obtained by summing up the probabilities of observing N’ alleles (N’=0,...,N), obtained as

(Ewens, 1972)

 
)(

)|Pr( θ

θ
θ

Q
6

NN
Q
6

N. ==

 where N
Q6  is a Stirling number of the first kind (see Abramovitz and Stegun, 1970), and  )(θQ6 is defined as

)1()2)(1( −+++ Qθθθθ K .

����������7KHWD�π �

πθ̂  is estimated from the infinite-site equilibrium relationship between the mean number of pairwise differences

(π̂ ) and theta (θ  ):

θπ =)ˆ(E , (Tajima, 1983)

and its variance )ˆ(V π  is given in section 7.1.1.1.

��������0LVPDWFK�GLVWULEXWLRQ

 It is the distribution of the observed number of differences between pairs of haplotypes. This distribution is usually

multimodal in samples drawn from populations at demographic equilibrium, as it reflects the highly stochastic shape

of gene trees, but it is usually unimodal in populations having passed through a recent demographic expansion

(Rogers and Harpending, 1992; Hudson and Slatkin, 1991).

 If one assumes that a stationary haploid population at equilibrium has suddenly passed τ generations ago from a

population size of 01  to 11 , then the probability of observing 6 differences between two randomly chosen non-

recombining haplotypes is given by

 [ ])()(
!

)
1

()(),,( 10
01

1
110 θθ

θ
θ

θθθ τττ ))
M

H[S)) M6M6

M6

M
66 −

+
−+= −−

=
∑ , (Li, 1977)

 where 
1)1(

)( ++
=

6

6

6) θ
θθ  is the probability of observing two random haplotypes with S differences in a

stationary population (Watterson, 1975), 00 2X1=θ , 11 2X1=θ , XW2=τ , and X is the mutation rate for the

whole haplotype.

 Rogers (1995) has simplified the above equation, by assuming that ∞→1θ , implying there are no coalescent

events after the expansion, which is only reasonable if the expansion size is large.  With this simplifying assumption,

it is possible to derive the moment estimators of the time to the expansion (τ ) and the mutation parameter 0θ , as



0DQXDO�$UOHTXLQ�YHU������ 0HWKRGRORJLFDO�RXWOLQHV ��

 

0

0

ˆˆ

ˆ

θτ

θ

−=

−=

P

PY
, (Rogers, 1995)

 where P and Y are the mean and the variance of the observed mismatch distribution, respectively. These estimators

can then be used to plot ),,( 0 ∞θτ) 6  values. Note, however, that this estimation cannot be done if the variance

of the mismatch is smaller than the mean.

 However, Schneider and Excoffier (1999) find that this moment estimator often leads to an underestimation of the

age of the expansion (τ). They rather propose to estimate the parameters of the demographic expansion by a

generalized non-linear least-square approach. This is the method we now use to estimate the parameters of the

demographic expansion τ, θ0, and θ1.

 Approximate confidence intervals for those parameters are obtained by a parametric bootstrap approach. The

principle is the following: We computed approximate confidence intervals for the estimated parameters

τθθ ˆ and ˆ,ˆ
01  using a parametric bootstrap approach (Schneider and Excoffier, 1999) generating percentile

confidence intervals (see e.g. Efron, 199, p. 53 and chap. 13).

• We generate a large number (%) of random samples according to the estimated demography, using a coalescent

algorithm modified from Hudson (1990).

• For each of the % simulated data sets, we reestimate  τ, θ0, and θ1 to get % bootstrapped values

**
1

*
0   and , τθθ .

• For a given confidence level α, the approximate limits of the confidence interval were obtained as the α/2 and

1-α/2 percentile values (Efron, 1993, p. 168).

It is important to underline that this form of parametric bootstrap assumes that the data are distributed according the

sudden expansion model. In Schneider and Excoffier (1999), we showed by simulation that only the confidence

interval (CI) for τ has a good coverage (i.e. that the true value of the parameter is included in a 100x(1-α)% CI with

a probability very close to 1-α.). The CI of the other two parameters are overly large (the true value of the parameter

was almost always included in the CI), and thus too conservative.

The validity of the estimated stepwise expansion model is tested using the same parametric bootstrap approach

as described above. We used here the sum of square deviations (66') between the observed and the expected

mismatch as a test statistic. We obtained its distribution under the hypothesis that the estimated parameters are the true

ones, by simulating % samples around the estimated parameters. As before, we re-estimated each time new parameters

**
1

*
0   and , τθθ , and computed their associated sums of squares 66'VLP. The P-value of the test is therefore

approximated by

%

66'66'
3 REVVLP   toequalor larger   ofnumber 

= .
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 For convenience, we also compute the raggedness index of the observed distribution defined by Harpending (1994)

as

 ∑
+

=
−−=

1

1

2
1)(

G

L
LL [[U ,

 where G is the maximum number of observed differences between haplotypes, and the [’s are the observed relative

frequencies of the mismatch classes. This index takes larger values for multimodal distributions commonly found in

a stationary population than for unimodal and smoother distributions typical of expanding populations. Its

significance is tested similarly to that of 66'.

��������(VWLPDWLRQ�RI�JHQHWLF�GLVWDQFHV�EHWZHHQ�'1$�VHTXHQFHV

'HILQLWLRQV:

/: Number of loci

Gamma correction: This correction is proposed when the mutation rates cannot be assumed as

uniform for all sites. It had been originally proposed for mutation rates among

amino acids (Uzell and Corbin, 1971), but it seems also to be the case of  the

control region of human mtDNA (Wakeley, 1993). In such a case, a Gamma

distribution of mutation rates is often assumed. The shape of this distribution

(the unevenness of the mutation rates) is mainly controlled by a parameter D,

which is the inverse of the coefficient of variation of the mutation rate.

The smaller the D coefficient , the more uneven the mutation rates. A uniform

mutation rate corresponds to the case where D is equal to infinity.

GQ :
Number of observed substitutions between two DNA sequences

VQ :
Number of observed transitions between two DNA sequences

YQ :
Number of observed transversions between two DNA sequences

ω G+C ratio, computed on all the DNA sequences of a given sample

����������3DLUZLVH�GLIIHUHQFH

 Outputs the number of loci for which two haplotypes are different

 GQG =ˆ

 /G/GG /)ˆ(ˆ)ˆ(V −=
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����������3HUFHQWDJH�GLIIHUHQFH

 Outputs the percentage of loci for which two haplotypes are different

 /QG G /ˆ =

 /GGG /)ˆ1(ˆ)ˆ(V −=

����������-XNHV�DQG�&DQWRU

 Outputs a corrected percentage of nucleotides for which two haplotypes are different.

 The correction allows for multiple substitutions per site since the most recent common ancestor of the two DNA

sequences. The correction also assumes that the rate of nucleotide substitution is identical for all 4 nucleotides A, C,

G and T.

 /QS G /ˆ =

 )ˆ
3

4
1log(

4

3ˆ SG −−=
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 Gamma correction:

 [ ]1)
3

4
1(

4

3ˆ /1 −−−= − DSDG

 [ ] /SSSG D /)
3

4
1()1()ˆ(V )1/1(2 +−−−=

 5HIHUHQFHV:
 Jukes and Cantor 1969

 Jin and Nei 1990

 Kumar et al. 1993
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����������.LPXUD���SDUDPHWHUV

 Outputs a corrected percentage of nucleotides for which two haplotypes are different.

 The correction also allows for multiple substitutions per site, but takes into account different substitution rates

between transitions and transversions. The transition-transversion ratio is estimated from the data.
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 5HIHUHQFHV:
 Kimura (1980)

 Jin and Nei (1990)

����������7DPXUD

 Outputs a corrected percentage of nucleotides for which two haplotypes are different.

 The correction is an extension of Kimura 2-parameters method, allowing for unequal nucleotide frequencies. The

transition-transversion ratios, as well as the overall nucleotide frequencies are computed from the original data.
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 5HIHUHQFHV:
 Tamura, 1992,
 Kumar et al. 1993

����������7DMLPD�DQG�1HL

 Outputs a corrected percentage of nucleotides for which two haplotypes are different.

 The correction is an extension of Jukes and Cantor method, allowing for unequal nucleotide frequencies. The overall

nucleotide frequencies are computed from the data.
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 where the g’s are the four nucleotide frequencies, and LM[  is the relative frequency of the nucleotide pair i and j .
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 5HIHUHQFHV:

 Tajima and Nei, 1984,

 Kumar et al. 1993

����������7DPXUD�DQG�1HL

 Outputs a corrected percentage of nucleotides for which two haplotypes are different.

 Like Kimura 2-parameters, and Tajima and Nei distances, the correction allows for different transversion and

transition rates, but a distinction is also made between transition rates between purines and between pyrimidines.
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 5HIHUHQFHV:
 Tamura and Nei, 1994,
 Kumar et al. 1993
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��������(VWLPDWLRQ�RI�JHQHWLF�GLVWDQFHV�EHWZHHQ�5)/3��KDSORW\SHV

����������1XPEHU�RI�SDLUZLVH�GLIIHUHQFH

We simply count the number of different alleles between two RFLP haplotypes.

∑
=

=
/

L
[\[\ LG

1

)(ˆ δ

where )(L[\δ is the Kronecker function, equal to 1 if  the alleles of the L-th locus are identical for both haplotypes,

and equal to 0 otherwise.

When estimating genetic structure indices, this choice amounts at estimating weighted )67 statistics over all loci

(Weir and Cockerham, 1984; Michalakis and Excoffier, 1996).

����������3URSRUWLRQ�RI��GLIIHUHQFH

We simply count the proportion of loci that are different between two RFLP haplotypes.

∑
=

=
/

L
[\[\ L

/
G

1

)(
1ˆ δ

where )(L[\δ is the Kronecker function, equal to 1 if  the alleles of the L-th locus are identical for both haplotypes,

and equal to 0 otherwise.

When estimating genetic structure indices, this choice will lead to exactly the same results as the number of pairwise

differences.

��������(VWLPDWLRQ�RI�GLVWDQFHV�EH WZHHQ�0LFURVDWHOOLWH�KDSORW\SHV

����������1R��RI�GLIIHUHQW�DOOHOHV

We simply count the number of different alleles between two haplotypes.

∑
=

=
/

L
[\[\ LG

1

)(ˆ δ

where )(L[\δ is the Kronecker function, equal to 1 if  the alleles of the L-th locus are identical for both haplotypes,

and equal to 0 otherwise.

When estimating genetic structure indices, this choice amounts at estimating weighted )67 statistics over all loci

(Weir and Cockerham, 1984; Michalakis and Excoffier, 1996).

����������6XP�RI�VTXDUHG�VL]H�GLIIHUHQFH

Counts the sum of the squared number of  repeat difference between two haplotypes (Slatkin, 1995).
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2

1

)(ˆ
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/

L
[L[\ DDG ∑

=
−= ,

where [LD is the number of repeats of the microsatellite for the�L-th locus.

When estimating genetic structure indices, this choice amounts at estimating an analog of  Slatkin’s 567 (1995) (see

Michalakis and Excoffier, 1996, as well as Rousset, 1996 , for details on the relationship between )67 and 567) .

��������(VWLPDWLRQ�RI�GLVWDQFHV�EH WZHHQ�6WDQGDUG�KDSORW\SHV

����������1XPEHU�RI�SDLUZLVH�GLIIHUHQFHV

Simply counts the number of different alleles between two haplotypes.

∑
=

=
/

L
[\[\ LG

1

)(ˆ δ

where )(L[\δ is the Kronecker function, equal to 1 if  the alleles of the L-th locus are identical for both haplotypes,

and equal to 0 otherwise.

When estimating genetic structure indices, this choice amounts at estimating weighted )67 statistics over all loci

(Weir and Cockerham, 1984; Michalakis and Excoffier, 1996).

��������0LQLPXP�6SDQQLQJ�1HWZRUN�DPRQJ�KDSORW\SHV

We have implemented the computation of a Minimum Spanning Tree (MST) (Kruskal, 1956; Prim, 1957) between

OTU’s (Operational Taxonomic Units). The MST is computed from the matrix of pairwise distances calculated

between all pairs of haplotypes using a modification of the algorithm described in  Rohlf (1973). The Minimum

Spanning Network embedding all MSTs  (see Excoffier and Smouse 1994) is also provided. This implementation is

the translation of a standalone program written in Pascal called MINSPNET.EXE running under DOS, formerly

available on http://anthropologie.unige.ch/LGB/software/win/min-span-net/.

������+DSORW\SH�IUHTXHQF\�HVW LPDWLRQ

��������+DSORW\SLF�GDWD�RU�*HQRW \SLF�GDWD�ZLWK�NQRZQ�*DPHWLF�SKDVH

 If  haplotype i is observed L[ times in a sample containing n gene copies, then its estimated frequency (LŜ ) is given

by

  ˆ
Q

[
S L
L = ,

 whereas an unbiased estimate of its sampling variance is given by
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��������*HQRW\SLF�GDWD�ZLWK�XQNQRZQ�*DPHWLF�SKDVH

 Maximum-likelihood haplotype frequencies are computed using an Expectation-Maximization (EM) algorithm (see

e.g. Dempster et al. 1977; Excoffier and Slatkin, 1995; Lange, 1997; Weir, 1996).  This procedure is an iterative

process aiming at obtaining maximum-likelihood estimates of haplotype frequencies from multi-locus genotype data

when the gametic phase is unknown (phenotypic data). In this case, a simple gene counting is not possible because

several genotypes are possible for individuals heterozygote at more than one locus. Therefore, a slightly more

elaborate procedure is needed.

 The likelihood of the sample (the probability of the observed data ', given the haplotype frequencies - S ) is given

by

∏∑
==

=
L
J

M
LM

Q

L

*/
11

)|( S' ,

where the sum is over all Q individuals of the sample, and the product is over all possible genotypes of those

individuals, and MLS*MLSS* LLMMLLM ==≠=  if ,or  if,2 2 .

 The principle of the EM algorithm is the following:

1. Start with arbitrary (random) estimates of haplotype frequencies.

2. Use these estimates to compute expected genotype frequencies for each phenotype, assuming Hardy-

Weinberg equilibrium (The E-step).

3. The relative genotype frequencies are used as weights for their two constituting haplotypes in a gene

counting procedure leading to new estimates of haplotype frequencies (The M-step).

4. Repeat steps 2-3, until the haplotype frequencies reach equilibrium (do not change more than a predefined

epsilon value).

Dempster et al (1977) have shown that the likelihood of the sample could only grow after each step of the EM

algorithm. However, there is no guarantee that the resulting haplotype frequencies are maximum likelihood

estimates. They can be just local optimal values. In fact, there is no obvious way to be sure that the resulting

frequencies are those that globally maximize the likelihood of the data. This would need a complete evaluation of

the likelihood for all possible genotype configurations of the sample. In order to check that the final frequencies are

putative maximum likelihood estimates, one has generally to repeat the EM algorithm from many different starting

points (many different initial haplotype frequencies). Several runs may give different final frequencies, suggesting

the presence of several "peaks" in the likelihood surface, but one has to choose the solution that has the largest

likelihood. It may also arise that several distinct peaks have the same likelihood, meaning that different haplotypic

compositions explain equally well the observed data. At this point, there is no way to choose among the alternative

solutions from a likelihood point of view. Some external information should be provided to make a decision.

 Standard deviations of the haplotype frequencies are estimated by a parametric bootstrap procedure (see e.g. Rice,

1995), generating random samples from a population assumed to have haplotype frequencies equal to their

maximum-likelihood values. For each bootstrap replicate, we apply the EM algorithm to get new maximum-

likelihood haplotype frequencies. The standard deviation of each haplotype frequency is then estimated from the

resulting distribution of haplotype frequencies. Note however that this procedure is quite computer intensive.
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������/LQNDJH�GLVHTXLOLEULXP�EHWZHHQ�SDLUV�RI�ORFL

Depending on whether the haplotypic composition of the sample is known or not, we have implemented two different

ways to test for the presence of  pairwise linkage disequilibrium between loci.

We describe in detail below how the two tests are done.

��������([DFW�WHVW�RI�OLQNDJH�GLVHTXLOLEULXP��KDSORW\SLF�GDWD�

 This test is an extension of Fisher exact probability test on contingency tables (6ODWNLQ, 1994a). A contingency table

is first built. The N1xN2 entries of the table are the observed haplotype frequencies (absolute values), with N1 and N2

being the number of alleles at locus 1 and 2, respectively. The test consists in obtaining the probability of finding a

table with the same marginal totals and which has a probability equal or less than the observed table. Under the null-

hypothesis of no association between the two tested loci, the probability of the observed table is

 ∏∏∏
=

L

L
L

L

L
L

ML
LM

Q
QQ

Q
QQ

Q

Q
/ *

*
*

*

,
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where the QLM’s denote the count of the haplotypes that have the L-th allele at the first locus and the M-th allele at the

second locus,  QL
  is the overall frequency of the L-th allele at the first locus (L=1,... N1) and Q
L is the count of the L-th

allele at the second locus (L=1,... N2).

Instead of enumerating all possible contingency tables, a Markov chain is used to efficiently explore the space of all

possible tables. This Markov chain consists in a random walk in the space of all contingency tables. It is done is such

a way that the probability to visit a particular table corresponds to its actual probability under the null hypothesis of

linkage equilibrium. A particular table is modified according to the following rules (see also Guo and Thompson,

1992; or Raymond and Rousset, 1995) :

1. We select in the table two distinct lines L1, L2 and two distinct columns M1, M2 at random.

2. The new table is obtained by decreasing the counts of the cells (L1, M1) (L2, M2) and increasing the counts of the

cells (L1, M2) (L2, M1) by one unit. This leaves the marginal allele counts Qi unchanged.

3. The switch to the new table is accepted with a probability equal to

2211

1221

,,

,,

0

1
)1)(1(

MLML

MLML

QQ

QQ

/

/
5

++
== ,

where 5 is just the ratio of the probabilities of the two tables.

The steps 1-3 are done a large number of times to explore a large amount of the space of all possible contingency

tables having identical marginal counts. In order to start from a random initial position in the Markov chain, the chain

is explored for a pre-defined number of steps (the dememorization phase) before the probabilities of the switched

tables are compared to that of the initial table. The number of dememorization steps should be enough (some

thousands) such as to allow the Markov chain to "forget" its initial state, and make it independent from its starting

point.  The 3-value of the test is then taken as the proportion of the visited tables having a probability smaller or equal

to the observed contingency table.
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A standard error on 3 is estimated by subdividing the total amount of required steps into % batches (see Guo and

Thompson, 1992, p. 367). A 3-value is calculated separately for each batch. Let us denote it by 3L (L=1,...,%). The

estimated standard error is then calculated as

.
)1(

)(

).(. 1

2

−

−

=
∑
=

%%

33

3GV

%

L
L

The process is stopped as soon as the estimated standard deviation is smaller than a pre-defined value specified by the

user.

��������/LNHOLKRRG�UDWLR�WHVW�RI�OLQNDJH�GLVHTXLOLEULXP��JHQRW\SLF�GDWD��JDPHWLF�SKDVH�XQNQRZQ�

 For genotypic data where the haplotypic phase is unknown, the test based on the Markov chain described above is

not possible because the haplotypic composition of the sample is unknown, and is just estimated. Therefore, linkage

disequilibrium between a pair of loci is tested for genotypic data using a likelihood-ratio test, whose empirical

distribution is obtained by a permutation procedure (Slatkin and Excoffier, 1996). The likelihood of the data

assuming linkage equilibrium ( *+/ ) is computed by using the fact that, under this hypothesis, the haplotype

frequencies are obtained as the product of the allele frequencies. The likelihood of the data QRW assuming linkage

equilibrium ( +/ ) is obtained by applying the EM algorithm to estimate haplotype frequencies. The likelihood-ratio

statistic given by

 )log(2
*

+

+
/

/
6 −=

 should in principle follow a Chi-square distribution, with (N1-1) (N2-1) degrees of freedom, but it is not always the

case in small samples with large number of alleles per locus. In order to better approximate the underlying

distribution of the likelihood-ratio statistic under the null hypothesis of linkage equilibrium, we use the following

permutation procedure:

1. Permute the alleles between individuals at one locus only.

2. Re-estimate the likelihood of the data ’+/  by the EM algorithm. Note that *+/ is unaffected by the

permutation procedure.

3. Repeat steps 1-2 a large number of times to get the null distribution of +/ , and therefore the null

distribution of 6.

Note that this test of linkage disequilibrium assumes Hardy-Weinberg proportions of genotypes, and the rejection of

the test could be also due to departure from Hardy-Weinberg equilibrium (see Excoffier and Slatkin, 1998)



0DQXDO�$UOHTXLQ�YHU������ 0HWKRGRORJLFDO�RXWOLQHV ��

��������0HDVXUHV�RI�JDPHWLF�GLVHTXLOLEULXP��KDSORW\SLF�GDWD�

• '�DQG�'¶�FRHIILFLHQWV:

1. ': The classical linkage disequilibrium coefficient measuring deviation from random association between

alleles at different loci (Lewontin and Kojima, 1960) is expressed as

S MSLSLM'LM −= ,

where SLM  is the frequency of the haplotype having allele L�at the first locus and allele�M�at the second

locus, and SL  and S M  are the frequencies of alleles L and M� respectively.

2. LM'’ : The linkage disequilibrium coefficient LM'  standardized by the maximum value it can take

( max,LM' ), given the allele frequencies (Lewontin 1964), as

max,

’
LM

LM
LM '

'
' = ,

where max,LM'  takes one of the following values:

0if))1)(1(,(min <−− LMMLML 'SSSS

0if))1(,)1((min >−− LMMLML 'SSSS

������+DUG\�:HLQEHUJ�HTXLOLEULXP�

To detect significant departure from Hardy-Weinberg equilibrium, we follow the procedure described in Guo and

Thompson (1992) using a test analogous to Fisher’s exact test on a two-by-two contingency table, but extended to a

triangular contingency table of arbitrary size. The test is done using a modified version of the Markov-chain random

walk algorithm described Guo and Thomson (1992). The modified version gives the same results than the original

one, but is more efficient from a computational point of view.

This test is obviously only possible for genotypic data. If the gametic phase is unknown,  the test is only possible for

each locus separately. For data with known gametic phase, it is also possible to test for the non random association of

haplotypes into individuals. Note that this test assumes that the allele frequencies are given. Therefore, this test is not

possible for data with recessive alleles, as in this case the allele frequencies need to be estimated.

A contingency table is first built. The NxN entries of the table are the observed allele frequencies and N is the number

of alleles. Using the same notations as in section 8.2.2, the probability to observe the table under the null-hypothesis

of no association is given by Levene (1949)
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where + is the number of heterozygote individuals.

Much like it was done for the test of linkage disequilibrium, we explore alternative contingency tables having same

marginal counts. In order to create a new contingency table from an existing one, we select two distinct lines L1, L2 and

two distinct columns M1,�M2 at random. The new table is obtained by decreasing the counts of the cells (L1,�M1) (L2, M2)

and increasing the counts of the cells (L1, M2) (L2, M1) by one unit. This leaves the alleles counts�QL unchanged. The

switch to the new table is accepted with a probability 5 equal to :

1. 
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.

As usual δ denotes the Kronecker function. 5 is just the ratio of the probabilities of the two tables. The switch to the

new table is accepted if 5 is larger than 1.

The 3-value of the test is the proportion of the visited tables having a probability smaller or equal to the observed

(initial) contingency table. The standard error on the 3-value is estimated like in the case of linkage disequilibrium

using a system of batches (see section 7.1.4.1).

������1HXWUDOLW\�WHVWV�

��������(ZHQV�:DWWHUVRQ�KRPR]\JRVLW\�WHVW

 This test is based on (ZHQV (1972) sampling theory of neutral alleles. Watterson (1978) has shown that the

distribution of selectively neutral haplotype frequencies could be conveniently summarized by the sum of haplotype

(allele) frequencies ()), equivalent to the expected homozygosity for diploids. This test can be performed equally

well on diploid or haploid data, as the test statistic is not used for its biological meaning, but just as a way to
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summarize the allelic frequency distribution. The null distribution of ) is generated by simulating random neutral

samples having the same number of genes and the same number of haplotypes using the algorithm of Stewart

(1977). The probability of observing random samples with ) values identical or smaller than the original sample is

recorded. This tests is currently limited to sample sizes of 2000 genes or less and 1000 different alleles (haplotypes)

or less. It can be used to test the hypothesis of selective neutrality and population equilibrium against either

balancing selection or the presence of advantageous alleles.

��������(ZHQV�:DWWHUVRQ�6ODWNLQ� H[DFW�WHVW

 This test is essentially similar to that of :DWWHUVRQ (1978) test, but instead of using ) as a summary statistic, it

compares the probabilities of the random samples to that of the observed sample�(Slatkin 1994b, 1996). The

probability of obtaining a random sample having a probability smaller or equal to the observed sample is recorded.

The results are in general very close to those of Watterson’s homozygosity test. Note that the random samples are

generated as explained for the Ewens-Watterson homozygosity test.

��������&KDNUDERUW\
V�WHVW�RI�SRSX ODWLRQ�DPDOJDPDWLRQ

 This test is also based on the infinite-allele model, and on Ewens (1972) sampling theory of neutral alleles. By

simulation, Chakraborty  (1990) has noticed that the number of alleles in a heterogeneous sample (drawn from a

population resulting from the amalgamation of previously isolated populations) was larger than the number of alleles

expected in a homogeneous neutral sample. He also noticed that the homozygosity of the sample was less sensitive

to the amalgamation and therefore proposed to use the mutation parameter inferred from the homozygosity (

+RPθ ) (see section 7.1.2.3.1) to compute the probability of observing a random neutral sample with a number of

alleles similar or larger than the observed value ( )Pr( REVN. ≥  (see section 7.1.2.3.3 to see how this probability

can be computed). It is an approximation of the conditional probability of observing some number of alleles given

the observed homozygosity.

��������7DMLPD
V�WHVW�RI�VHOHFWLYH�Q HXWUDOLW\

 7DMLPD¶V (1989a) test is based on the infinite-site model without recombination, appropriate for short DNA

sequences or RFLP haplotypes. It compares two estimators of the mutation parameter theta ( 0X2=θ , with

0=21 in diploid populations or 0=1 in haploid populations of effective size N). The test statistic ' is then

defined as

 
)ˆˆ(

ˆˆ
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θθ
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 where πθπ ˆˆ =  and )/1(/ˆ 1

0∑ −
=

= Q
L6 L6θ , and 6 is the number of segregating sites in the sample. The limits of

confidence intervals around ' may be found in Table 2 of Tajima’s paper (Tajima 1989a) for different sample sizes.

 The significance of the '�statistic is tested by generating random samples under the hypothesis of selective

neutrality and population equilibrium, using a coalescent simulation algorithm adapted from Hudson (1990). The P
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value of the '�statistic is then obtained as the proportion of random )6 statistics less or equal to the observation. We

also provide a parametric approximation of the 3-value assuming a beta-distribution limited by minimum and

maximum possible ' values (see Tajima 1989a, p.589). Note that significant ' values can be due to factors other

than selective effects, like population expansion, bottleneck, or heterogeneity of mutation rates (see Tajima� 1993;

Aris-Brosou and Excoffier, 1996; or Tajima 1996, for further details).

��������)X¶V�)6�WHVW�RI�VHOHFWLYH�QHXWUDOLW\

Like 7DMLPD¶V (1989a) test, Fu’s test (Fu, 1997) is based on the infinite-site model without recombination, and thus

appropriate for short DNA sequences or RFLP haplotypes. The principle of the test is very similar to that of

Chakraborty described above. Here, we evaluate the probability of observing a random neutral sample with a number

of alleles similar or smaller than the observed value (see section 7.1.2.3.3 to see how this probability can be

computed) given the observed number of pairwise differences, taken as an estimator of θ.  In more details, Fu first

calls this probability )ˆ|Pr(’ πθθ =≥= REVN.6  and defines the )6  statistic as the logit of 6'

)
’1

’
ln(

6
6

)
6 −

= (Fu, 1997)

Fu (1997) has noticed that the )6�statistic was very sensitive to population demographic expansion, which generally

lead to large negative )6 values.

The significance of the )6�statistic is tested by generating random samples under the hypothesis of selective neutrality

and population equilibrium, using a coalescent simulation algorithm adapted from Hudson (1990). The P-value of the

)6�statistic is then obtained as the proportion of random )6 statistics less or equal to the observation. Using

simulations, Fu noticed that the 2% percentile of the distribution corresponded to the 5% cutoff value (i.e. the critical

value of the test at the 5% significance level). We indeed confirmed this behavior by our own simulations. Even

though this property is not fully understood, it means that a )6 statistic should be considered as significant at the 5%

level, if its P-value is below 0.02, and not below 0.05.

������3RSXODWLRQ�JHQHWLF�VWUXF WXUH�LQIHUUHG�E\�DQDO\VLV�RI�YDULDQFH��$029$�

The genetic structure of population is investigated here by an analysis of variance framework, as initially defined by

Cockerham (1969, 1973), and extended by others (see e.g. Weir and Cockerham, 1984; Long 1986). The Analysis of

Molecular Variance approach used in Arlequin  (AMOVA, Excoffier et al. 1992) is essentially similar to other

approaches based on analyses of variance of gene frequencies, but it takes into account the number of mutations

between molecular haplotypes (which first need to be evaluated).

By defining groups of populations, the user defines a particular genetic structure that will be tested  (see the input file

notations for more details).  A hierarchical analysis of variance partitions the total variance into covariance

components due to intra-individual differences, inter-individual differences, and/or inter-population differences. See

also Weir (1996), for detailed treatments of hierarchical analyses, and Excoffier (2000) as well as Rousset (2000) for

an explanation why these are FRYDULDQFH components rather than YDULDQFH components. The covariance components
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( 2
Lσ ’s) are used to compute fixation indices, as originally defined by Wright (1951, 1965), in terms of inbreeding

coefficients, or later in terms of coalescent times by Slatkin (1991).

Formally, in the haploid case, we assume that the L-th haplotype frequency vector from the M-th population in the N-th

group is a linear equation of the form

LMNMNNLMN FED[[ +++= .

The vector [ is the unknown expectation of [LMN, averaged over the whole study. The effects are D for group, E for

population, and F for haplotypes within a population within a group, assumed to be additive, random, independent,

and to have the associated covariance components 2
Dσ , 2

Eσ , and 2
Fσ , respectively.  The total molecular variance

( 2σ ) is the sum of the covariance component due to differences among haplotypes within a population ( 2
Fσ ), the

covariance component due to differences among haplotypes in different populations within a group ( 2
Eσ ), and the

covariance component due to differences among the * populations ( 2
Dσ ). The same framework could be extended

to additional hierarchical levels, such as to accommodate, for instance, the covariance component due to differences

between haplotypes within diploid individuals.

Note that in the case of  a simple hierarchical genetic structure consisting of haploid individuals in populations, the

implemented form of the algorithm leads to a fixation index )67� which is absolutely identical to the weighted

average  )�statistic over loci, Zθ̂ , defined by Weir and Cockerham (1984) (see Michalakis and Excoffier 1996 for a

formal proof). In terms of inbreeding coefficients and coalescence times, this )67 can be expressed as

1

01

1
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1 W

WW

I

II
)67

−
=

−

−
= , (Slatkin, 1991)

where 0I is the probability of identity by descent of two different genes drawn from the same population, 1I  is the

probability of identity by descent of two genes drawn from two different populations, 1W  is the mean coalescence

times of two genes drawn from two different populations, and 0W  is the mean coalescence time of two genes drawn

from the same population.

The significance of the fixation indices is tested using a non-parametric permutation approach described in Excoffier

et al. (1992), consisting in permuting haplotypes, individuals, or populations, among individuals, populations, or

groups of populations. After each permutation round, we recompute all statistics to get their null distribution.

Depending on the tested statistic and the given hierarchical design, different types of permutations are performed.

Under this procedure, the normality assumption usual in analysis of variance tests is no longer necessary, nor is it

necessary to assume equality of variance among populations or groups of populations. A large number of

permutations (1,000 or more) is necessary to obtain some accuracy on the final probability. A system of batches
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similar to those used in the exact test of linkage disequilibrium  (see end of section 7.1.4.1) has been implemented to

get an idea of the standard-deviation of the P values.

We have implemented here 6 different types of hierarchical AMOVA. The number of hierarchical levels varies from

two to four. In each of the situations, we describe the way the total sum of squares is partitioned, how the covariance

components and the associated )-statistics are obtained, and which permutation schemes are used for the

significance test.

Before enumerating all the possible situations, we introduce some notations:

SSD(7) : Total sum of squared deviations.

SSD ($*) : Sum of squared deviations Among Groups of populations.

SSD ($3)  : Sum of squared deviations Among Populations.

SSD ($,) : Sum of squared deviations Among Individuals.

SSD (:3) : Sum of squared deviations Within Populations.

SSD (:,)  : Sum of squared deviations Within Individuals.

SSD ($3/:*) : Sum of squared deviations Among Populations, Within Groups.

SSD ($,/:3) : Sum of squared deviations Among Individuals, Within Populations.

* : Number of groups in the structure.

3 : Total number of populations.

1 : Total number of individuals for genotypic data or total number of gene copies for

haplotypic data.

S1 : Number of individuals in population S for genotypic data or total number of gene copies

in population S for haplotypic data.

J1 : Number of individuals in group J for genotypic data or total number of gene copies in

group J for haplotypic data..

��������+DSORW\SLF�GDWD��RQH�JURXS�RI�SRSXODWLRQV

Source of variation Degrees of freedom Sum of squares (SSD) Expected mean squares

Among Populations 3 - 1 SSD($3) 22
EDQ σσ +

Within Populations 1 - 3 SSD(:3) 2
Eσ

Total 1 - 1 SSD(7) 2
7σ

Where Q�and )67 are defined by

,
1

2

−

−

=
∑
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1

1
1

Q S

S
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• We test 2
Dσ  and )67 by permuting haplotypes among populations.

��������+DSORW\SLF�GDWD��VHYHUDO�J URXSV�RI�SRSXODWLRQV

Source of variation Degrees of freedom Sum of squares (66') Expected mean squares

Among Groups *  - 1 SSD($*) 222 ’’’ FED QQ σσσ ++

Among Populations /

Within Groups

3 -�* SSD($3/:*) 22
FEQ σσ +

Within Populations 1���3 SSD(:3) 2
Fσ

Total: 1 - 1 SSD(7) 2
7σ

Where the Q’s and the )-statistics are defined by:
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• We test 2
Fσ  and )67 by permuting haplotypes among populations among groups.

• We test 2
Eσ  and )6& by permuting haplotypes among populations within groups.

• We test 2
Dσ  and )&7 by permuting populations among groups.
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��������*HQRW\SLF�GDWD��RQH�JURXS �RI�SRSXODWLRQV��QR�ZLWKLQ��LQGLYLGXDO�OHYHO

Source of variation Degrees of freedom Sum of squares (SSD) Expected mean squares

Among Populations 3 - 1 SSD($3) 22
EDQ σσ +

Within Populations 21���3 SSD(:3) 2
Eσ

Total: 21 - 1 SSD(7) 2
7σ

Where Q�and )67 are defined by
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,I�WKH�JDPHWLF�SKDVH�LV�NQRZ�

• We test 2
Dσ  and )67 by permuting haplotypes among populations.

,I�WKH�JDPHWLF�SKDVH�LV�XQNQRZQ�

• We test 2
Dσ  and )67 by permuting individual genotypes among populations.

��������*HQRW\SLF�GDWD��VHYHUDO�J URXSV�RI�SRSXODWLRQV��QR�ZLWKLQ��LQGLYLGXDO�OHYHO

Source of Variation Degrees of freedom Sum of squares (SSD) Expected mean squares

Among Groups *  - 1 SSD($*) 222 ’’’ FED QQ σσσ ++

Among Populations /

Within Groups

3���* SSD(AP/:*) 22
FEQ σσ +

Within Populations 21���3 SSD(:3) 2
Fσ

Total: 21 - 1 SSD(7) 2
7σ

Where the Q’s and the )-statistics are defined by:
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,I�WKH�JDPHWLF�SKDVH�LV�NQRZQ�

• We test 2
Fσ  and )67 by permuting haplotypes among populations and among groups.

• We test 2
Eσ  and )6& by permuting haplotypes among populations but within groups.

,I�WKH�JDPHWLF�SKDVH�LV�QRW�NQRZQ�

• We test 2
Fσ  and )67 by permuting individual genotypes among populations and among groups.

• We test 2
Eσ  and )6& by permuting individual genotypes among populations but within groups.

,Q�DOO�FDVHV�

• We test 2
Dσ  and )&7 by permuting whole populations among groups.

��������*HQRW\SLF�GDWD��RQH�SRSX ODWLRQ��ZLWKLQ��LQGLYLGXDO�OHYHO

Source of variation Degrees of freedom Sum of squares (SSD) Expected mean squares

Among Individuals 1 - 1 SSD($,) 222 ED σσ +

Within Individuals 1 SSD(:,) 2
Eσ

Total: 21 - 1 SSD(7) 2
7σ

Where ),6  is defined as:

.
2

2

7

D
,6) σ

σ
=

• We test 2
Dσ  and ),6  by permuting haplotypes among individuals.



0DQXDO�$UOHTXLQ�YHU������ 0HWKRGRORJLFDO�RXWOLQHV ��

��������*HQRW\SLF�GDWD��RQH�JURXS �RI�SRSXODWLRQV��ZLWKLQ��LQGLYLGXDO�OHYHO

Source of Variation Degrees of freedom Sum of squares (SSD) Expected mean squares

Among Populations 3  - 1 SSD($3) 222 2 FEDQ σσσ ++

Among Individuals /

Within Populations

1�±�3 SSD($,/:3) 222 FE σσ +

Within Individuals 1 SSD(:,) 2
Fσ

Total 21 – 1 SSD(7) 2
7σ

Where Q and the )-statistics are defined by:
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• We test 2
Fσ  and ),7 by permuting haplotypes among individuals among populations.

• We test 2
Eσ  and ),6 by permuting haplotypes among individuals within populations.

• We test 2
Dσ  and )67�by permuting individual genotypes among populations.

��������*HQRW\SLF�GDWD��VHYHUDO�J URXSV�RI�SRSXODWLRQV��ZLWKLQ��LQGLYLGXDO�OHYHO

Source of Variation: Degrees of freedom Sum of squares (SSD) Expected mean squares

Among Groups *  - 1 SSD($*) 2222 2’’’ GFED QQ σσσσ +++

Among Populations /

Within Groups

3�±�* SSD($3/:*) 222 2 GFEQ σσσ ++

Among Individuals /

Within Populations

1���3 SSD($,/:3) 222 GF σσ +

Within Individuals 1 SSD(:,) 2
Gσ

Total: 21 – 1 SSD(7) 2
7σ
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Where the Q’s and the )-statistics are defined by:
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• We test 2
Gσ  and ),7 by permuting haplotypes among populations and among groups.

• We test 2
Fσ  and ),6 by permuting haplotypes among individuals within populations.

• We test 2
Eσ  and )6&  by permuting individual genotypes among populations but within groups.

• We test 2
Dσ  and )&7 by permuting populations among groups.

������0LQLPXP�6SDQQLQJ�1HWZRUN��061��DPRQJ�KDSORW\SHV

It is possible to compute the Minimum Spanning Tree (MST) and Minimum Spanning Network (MSN) from the

squared distance matrix among haplotypes used for the calculation of F-statistics in the AMOVA procedure. See

section 7.1.8  for a brief description of the method and references.

������/RFXV�E\�ORFXV�$029$

AMOVA analyses can now be performed for each locus separately in the same way it was performed at the haplotype

level. Variance components and F-statistics are estimated for each locus separately and listed into a global table. The

different variance components from different levels are combined to produce synthetic estimators of F-statistics, by

summing variance components estimated at a given level in the hierarchy in the numerator and denominator to

produce F-statistics as variance component ratios. Therefore the global F-statistics are not obtained as an arithmetic

average of each locus F-statistics (see e.g. Weir and Cockerham 1984, or Weir 1996).

 If there is no missing data, the locus-by-locus and the haplotype analyses should lead to identical sums of squares,

variance components, and F-statistics. If there are missing data, the global variance components should be different,

because the degrees of freedom will vary from locus to locus, and therefore the estimators of F-statistics will also

vary.

�������3RSXODWLRQ�SDLUZLVH�JHQHWLF�GLVWDQFHV

The pairwise )67 s can be used as short-term genetic distances between populations, with the application of a slight

transformation to linearize the distance with population divergence time (Reynolds et al. 1983; Slatkin, 1995).

The pairwise )67 values are given in the form of a matrix.
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The null distribution of pairwise )67 values under the hypothesis of no difference between the populations is obtained

by permuting haplotypes between populations. The 3-value of the test is the proportion of permutations leading to a

)67 value larger or equal to the observed one. The 3-values are also given in matrix form.

Three other matrices are computed from the )67� values:

���������5H\QROGV¶�GLVWDQFH��5H\QR OGV�HW�DO��������

Since )67  between pairs of stationary haploid populations of size 1 having diverged�W generations ago varies

approximately as

1WW
67 H

1
) /1)

1
1(1 −−≈−−=

The genetic distance )1log( 67)' −−= is thus approximately proportional to W�1 for short divergence times.

���������6ODWNLQ¶V�OLQHDUL]HG�FST
V�� 6ODWNLQ�������

Slatkin considers a simple demographic model where two haploid populations of size 1 have diverged τ generations

ago from a population of identical size. These two populations have remained isolated ever since, without exchanging

any migrants. Under such conditions, )67  can be expressed in terms of the coalescence times 1W , which is the mean

coalescence time of two genes drawn from two different populations, and 0W which is the mean coalescence time of

two genes drawn from the same population. Using the analysis of variance approach, the )67 ’s are expressed as

1

01

W

WW
)67

−
=  (Slatkin, 1991, 1995)

Because, 0W is equal to 1 generations (see e.g. Hudson, 1990), and 1W is equal to τ + 1 generations, the above

expression reduces to

1
)67 +

=
τ

τ
.

Therefore, the ratio )1/( 6767 ))' −=  is equal to 1/τ , and is therefore proportional to the divergence time

between the two populations.

����������0�YDOXHV��0� �1P�IRU�KDSORLG�SRSXODWLRQV��0� ��1P�IRU�GLSORLG�SRSXODWLRQV��

This matrix is computed under very different assumptions than the two previous matrices. Assume that two

populations of size 1 drawn from a large pool of populations exchange a fraction P of migrants each generation, and

that the mutation rate X is negligible as compared to the migration rate P. In this case, we have the following simple

relationship at equilibrium between migration and drift,

12

1

+
=

0
)67

Therefore, 0, which is the absolute number of migrants exchanged between the two populations, can be estimated by
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67

67
)

)
0

2

1−
= .

If one was to consider that  the two populations only exchange with each other and with no other populations, then

one should divide the quantity 0 by a factor 2 to obtain an estimator 0
 = 1P for haploid populations, or 0’= 21P

for diploid populations. This is because the expectation of )67� is indeed given by

1

1

)1(
4 +

=
−G
1PG67) (e.g. Slatkin 1991)

where G is the number of demes exchanging genes. When d is large this tends towards the classical value 1/(41P +1),

but when G=2, then the expectation of )67��is 1/(81P+1).

���������1HL¶V�DYHUDJH�QXPEHU�RI�G LIIHUHQFHV�EHWZHHQ�SRSXODWLRQV

As additional genetic distance between populations, we also provide Nei’s raw (') and  net  ('$) number of

nucleotide differences between population (Nei and Li, 1979).  ' and  net  '$ are respectively computed between

populations 1 and 2 as

LMML

N

M

N

L
[[' δπ 21

’

11
12ˆ ∑∑

==
== ,  and

2

ˆˆ
ˆ 21
12

ππ
π

+
−=$' ,

where k and k’ are the number of distinct haplotypes in populations 1 and 2 respectively, [�L is the frequency of the L�

th haplotype in population 1, and δLM is the number of differences between haplotype L and haplotype M.

Under the same notation concerning coalescence times as described above, the expectation of '$� is

 θµτµ +=−= 2)(2 01 WW'
$

,

where µ is the average mutation rate per nucleotide, τ is the divergence time between the two populations, and θ is

either 21µ  for haploid populations or �1µ  for diploid populations. Thus '$� is also expected to increase linearly

with divergence times between the populations.

���������5HODWLYH�SRSXODWLRQ�VL]HV� ��'LYHUJHQFH�EHWZHHQ�SRSXODWLRQV�RI�XQHTXDO�VL]HV

We have implemented a method to estimate divergence time between populations of unequal sizes (Gaggiotti and

Excoffier 2000). The model assumes that two populations have diverged from an ancestral population of size 10 some

7 generations in the past, and have remained isolated from each other ever since. The sizes of the two daughter

populations can be different, but their sum adds up to the size of the ancestral population.

From the average number of pairwise differences between and within populations, we try to estimate the divergence

time scaled by the mutation rate ( 27Xτ = ), the size of the ancestral population size scaled by the mutation rate
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( 0 021 Xθ = for haploid populations and 0 041 Xθ = for diploid populations), as well as the relative sizes (N�and [1-

N]) of the two daughter populations.

The estimated parameters result from the numerical resolution of a system of three non-linear equations with three

unknowns, based on the Broyden method (Press et al. 1992, p.389).

The significance of the parameters is tested by a permutation procedure similar tot that used in AMOVA. Under the

hypothesis that the two populations are undifferentiated, we permute individuals between samples, and re-estimate the

three parameters, in order to obtain their empirical null distribution. The percentile value of the three statistics is

obtained by the proportion of permuted cases that produce statistics larger or equal to those observed. It thus provides

a percentile value of the three statistics under the null hypothesis of no differentiation.

The values of the estimated parameters should be LQWHUSUHWHG�ZLWK�FDXWLRQ. The procedure we have implemented is

based on the comparison of intra and inter-population diversities (π ’s) which have a large variance, which means that

for short divergence times, the average diversity found within population could be larger than that observed between

populations. This situation could lead to negative divergence times and to daughter population relative size larger than

one or smaller than zero (negative values). Also large departures from the assumed pure-fission model could also lead

to observed diversities that would lead to aberrant estimators of divergence time and relative population sizes. One

should thus make those computations if the assumptions of a pure fission model are met and if the divergence time is

relatively old. Simulation results have shown that this procedure leads to better results than other methods that do not

take unequal population sizes into account when the relative sizes of daughter populations are indeed unequal.

According to our simulations (Table 4 in Gaggiotti and Excoffier 2000) conventional methods such as described

above lead to better results for equal population size (N=0.5) and short divergence times (7�10<0.5). However, the fact

that the present method leads to clearly aberrant results in some cases is not necessarily a drawback. It has the

advantage to draw the user attention to the fact that some care has to be taken with the interpretations of the results.

Some other estimators that would be grossly biased but whose values would be kept within reasonable bounds would

often lead to misinterpretations.

Note that the numerical method we have used to resolve the system of equation may sometimes fail to converge. An

asterisk will indicate those cases in the result file that should be discarded because of convergence failure.

�������([DFW�WHVWV�RI�SRSXODWLRQ �GLIIHUHQWLDWLRQ

We test the hypothesis of a random distribution of N different haplotypes or genotypes among U populations as

described in Raymond and Rousset (1995). This test is analogous to Fisher’s exact test on a 2x2 contingency table

extended to a U N× contingency table. All potential states of the contingency table are explored with a Markov chain

similar to that described for the case of the linkage disequilibrium test (section 7.1.4.1). During this random walk

between the states of the Markov chain, we estimate the probability of observing a table less or equally likely than the

observed sample configuration under the null hypothesis of panmixia.

For haplotypic data, the table is built using sample haplotype frequencies (Raymond and Rousset 1995).

For genotypic data with unknown gametic phase, the contingency table is built from sample genotype frequencies

(Goudet et al. 1996).

As it was done previously, an estimation of the error on the 3-value is done by partitioning the total number of steps

into a given number of batches (see section 7.1.4.1).
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�������$VVLJQPHQW�RI�LQGLYLGXDO�JHQRW\SHV�WR�SRSXODWLRQV

It can be of interest to try to determine the origin of particular individuals, knowing a list of potential source

populations (e.g. Rannala and Montain, 1997; Waser and Strobeck, 1998; Davies et al. 1999). The method we have

implemented here is the most simplest one, as it consists in determining the log-likelihood of each individual multi-

locus genotype in each population sample, assuming that the individual comes from that population. For computing

the likelihood, we simply use the allele frequencies estimated in each sample from the original constitution of the

samples. We also assume that all loci are independent, such that the global individual likelihood is obtained as the

product of the likelihood at each locus. The method we have implemented is inspired from that described in Paetkau

et al. (1995, 1997) and Waser and Strobeck (1998). The resulting output tables can be used to represent log-log plots

of genotypes for pairs of populations likelihood (see Paetkau et al. 1997 and Waser and Strobeck 1998), to identify

those genotypes that seem better explained by belonging to another population from that they were sampled.
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For instance we have plotted on this graph the log-

likelihood of individuals sampled in Algeria (white

circles) for two HLA class II loci versus those of

Senegalese Mandenka individuals (black diamonds). The

overlap of the two distribution suggests that two loci are

not enough to provide a clear cut separation between

these two populations. One also sees that there is at least

one Mandenka individual whose genotype would be

much better explained if it came from the Algerian

population than if it came from Eastern Senegal. Note

that interpreting these results in terms of gene flow is

difficult and hazardous.

�������0DQWHO�WHVW

The Mantel test consists in testing the significance of the correlation between two or more matrices by a permutation

procedure allowing getting the empirical null distribution of the correlation coefficient taking into account the auto-

correlations of the elements of the matrix. In more details, the testing procedure proceeds as follows:

Let’s first define two square matrices ; = {[LM}and <={\LM} of dimension 1. The 12 elements of these matrix are not

all independent as there are only�1-1 independent contrasts in the data. This is why the permutation procedure does

not permute the elements of the matrices independently. The correlation of the two matrices is classically defined as

)(.)(

),(

<;

<;

6666

63
U;< = ,

the ratio of the cross product of ; and < over the square root of the product of sums of squares. We note that the

denominator of the above equation is insensitive to permutation, such that only the numerator will change upon
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permutation of rows and columns. Upon closer examination, it can be shown that the only quantity that will actually

change between permutations is the Hadamard product of the two matrices noted as

∑∑
==

==
L

M
LMLM

1

L
;< \[=

11
*<;

which is the only variable term involved in the computation of the cross-product.

The Mantel testing procedure applied to two matrices will then consist in computing the quantity =;< from the

original matrices, permute the rows and column of one matrix while keeping the other constant, and each time

recompute the quantity *
;<

= , and compare it to the original =;< value (Smouse et al. 1986).

In the case of three matrices, say <, ;� and ;�, the procedure is very similar. The partial correlation coefficients are

obtained from the pairwise correlations as,

 
)1)(1( 22.

221

2211

21
UU <;;;

<;;;<;
;;<

UUU
U

−−

−
= .

The other relevant partial correlations can be obtained similarly (see e.g. Sokal and Rohlf 1981). The significance of

the partial correlations are tested by keeping one matrix constant and permuting the rows and columns of the other

two matrices, recomputing each time the new partial correlations and comparing it to the observation (Smouse et al.

1986). Applications of the Mantel test in anthropology and genetics can be found in Smouse and Long (1992).
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����2YHUYLHZ�RI�LQSXW�ILOH�NH\ZRUGV

.H\ZRUGV 'HVFULSWLRQ 3RVVLEOH�YDOXHV

>3URILOH@

7LWOH A title describing the present

analysis

A string of alphanumeric characters within double quotes

1E6DPSOHV The number of different

samples listed in the data file

A positive integer larger than zero

'DWD7\SH The type of data to be

analyzed

(only one type of data per

project file is allowed)

STANDARD,

DNA,

RFLP,

MICROSAT,

FREQUENCY

*HQRW\SLF'DWD Specifies if genotypic or

gametic data is available

0 (haplotypic data),

1 (genotypic data)

/RFXV6HSDUDWRU The character used to separate

adjacent loci

WHITESPACE,

TAB,

NONE,

or any character other than "#", or the character specifying

missing data

Default: WHITESPACE

*DPHWLF3KDVH Specifies if the gametic phase

is known (for genotypic data

only)

0 (gametic phase not known),

1 (known gametic phase)

Default: 1

5HFHVVLYH'DWD Specifies whether recessive

alleles are present at all loci

(for genotypic data)

0 (co-dominant data),

1 (recessive data)

Default: 0

5HFHVVLYH$OOHOH Specifies the code for the

recessive allele

Any string within quotation marks

This string can be explicitly used in the input file to

indicate the occurrence of a recessive homozygote at one

or several loci.

Default: "null"

0LVVLQJ'DWD A character used to specify

the code for missing data

"?" or any character within quotes, other than those

previously used

Default: "?"

)UHTXHQF\ Specifies the format of

haplotype frequencies

ABS (absolute values),

REL (relative values: absolute values will be found by

multiplying the relative frequencies by the sample sizes)

Default: ABS

&RPS'LVW0DWUL[ Specifies if the distance

matrix has to be computed

from the data

0 (use any specified distance matrix),

1 (compute distance matrix from haplotypic information)

Default: 0
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)UHTXHQF\7KUHVKROG The minimum frequency a

haplotype has to reach for

being listed in any output file

A real number between 1e-2 and 1e-7.

Default: 1e-5

(SVLORQ9DOXH The EM algorithm

convergence criterion. (For

advanced users only)

A real number between 1e-7 and 1e-12.

Default: 1e-7

.H\ZRUGV 'HVFULSWLRQ 3RVVLEOH�YDOXHV

>'DWD@

>>+DSORW\SH'HILQLWLRQ@@ (facultative section)

+DSO/LVW1DPH The name of a haplotype

definition list

A string within quotation marks

+DSO/LVW The list of haplotypes listed

within braces ({...})

A series of haplotype definitions given on separate lines

for each haplotype. Each haplotype is defined by a

haplotype label and a combination of alleles at different

loci. The Keyword EXTERN followed by a string within

quotation marks may be used to specify that a given

haplotype list is in a different file

.H\ZRUGV 'HVFULSWLRQ 3RVVLEOH�YDOXHV

�>'DWD@

�>>'LVWDQFH0DWUL[@@ (facultative section)

0DWUL[1DPH The name of the distance

matrix

A string within quotation marks

�0DWUL[6L]H The size of the matrix A positive integer larger than zero (corresponding to the

number of haplotypes listed in the haplotype list)

/DEHO3RVLWLRQ Specifies whether haplotypes

labels are entered by row or

by column

ROW (the haplotype labels will be entered consecutively

on one or several lines, within the MatrixData segment,

before the distance matrix elements),

COLUMN (the haplotype labels will be entered as the first

column of each row of the distance matrix itself )

0DWUL['DWD The matrix data itself listed

within braces ({...})

The matrix data will be entered as a format-free lower-

diagonal matrix. The haplotype labels can be either

entered consecutively on one or several lines (if

LabelPosition=ROW), or entered at the first column of

each row (if labelPosition=COLUMN).

The special keyword EXTERN may be used followed by a

file name within quotation marks, stating that the data

must be read in an another file
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.H\ZRUGV 'HVFULSWLRQ 3RVVLEOH�YDOXHV

�>'DWD@

�>>6DPSOHV@@

6DPSOH1DPH The name of the sample. This

keyword is used to mark the

beginning of a sample definition

A string within quotation marks

6DPSOH6L]H Specifies the sample size An integer larger than zero.

For haplotypic data, it must specify the number of

gene copies in the sample.

For genotypic data, it must specify the number of

individuals in the sample.

6DPSOH'DWD The sample data listed within

braces ({...})

The keyword EXTERN may be used followed by a file

name within quotation marks, stating that the data

must be read in a separate file. The SampleData

keyword ends a sample definition

.H\ZRUGV 'HVFULSWLRQ 3RVVLEOH�YDOXHV

>'DWD@

�>>6WUXFWXUH@@ (facultative section)

6WUXFWXUH1DPH The name of a given genetic

structure to test

A string of characters within quotation marks

1E*URXSV The number of groups of

populations

An integer larger than zero

,QGLYLGXDO/HYHO Specifies whether the level of

genetic variability within

individuals has to be taken into

account (for genotypic data only)

0  :the component of variance due to differences

between haplotypes within individuals will be ignored

1 :the component of variance due to differences

between haplotypes within individuals, and its

associated statistics will be computed

*URXS The definition of a group of

samples, identified by their

SampleName listed within

braces  ({...})

A series of strings within quotation marks all enclosed

within braces, and, if desired, on separate lines

.H\ZRUGV 'HVFULSWLRQ 3RVVLEOH�YDOXHV

>'DWD@

���>>0DQWHO@@

(facultative section) Allows

computing the (partial)

correlation between <0DWUL[
and ;� (;�).

0DWUL[6L]H The size of the matrix entered

into the project

An integer larger than zero

<0DWUL[ Specifies which matrix is used "fst", "log_fst", "slatkinlinearfst", "log_slatkinlinearfst",
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as <0DWUL[. "nm", "custom"

0DWUL[1XPEHU Number of matrices to be

compared with the <0DWUL[.
1  :we compute the correlation between <0DWUL[ and ;�

2  :we compute the partial correlation between <0DWUL[�
;�and ;�

<0DWUL[/DEHOV Labels to identify the entries of

the <0DWUL[. In case of

<0DWUL[=”fst”, these labels

should correspond to

population names in the

sample.

A series of strings within quotation marks all enclosed

within braces, and, if desired, on separate lines

'LVW0DW0DQWHO A keyword used to define a

matrix, which can be either the

Ymatrix, or another matrix that

will be compared with the

Ymatrix.

The matrix data will be entered as a format-free lower-

diagonal matrix.

8VHG<0DWUL[/DEHOV Labels defining the sub-matrix

of the YMatrix on which the

correlation is computed.

A series of strings within quotation marks all enclosed

within braces, and, if desired, on separate lines
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